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Introduction

Ontology matching\(^1\) is a key interoperability enabler for the semantic web, as well as a useful tactic in some classical data integration tasks dealing with the semantic heterogeneity problem. It takes ontologies as input and determines as output an alignment, that is, a set of correspondences between the semantically related entities of those ontologies. These correspondences can be used for various tasks, such as ontology merging, data translation, query answering or navigation on the web of data. Thus, matching ontologies enables the knowledge and data expressed in the matched ontologies to interoperate.

The workshop has three goals:

- To bring together leaders from academia, industry and user institutions to assess how academic advances are addressing real-world requirements. The workshop strives to improve academic awareness of industrial and final user needs, and therefore direct research towards those needs. Simultaneously, the workshop serves to inform industry and user representatives about existing research efforts that may meet their requirements. The workshop also investigated how the ontology matching technology is going to evolve.

- To conduct an extensive and rigorous evaluation of ontology matching and instance matching (link discovery) approaches through the OAEI ( Ontology Alignment Evaluation Initiative) 2015 campaign\(^2\). Besides specific real-world matching tasks such as the one involving large biomedical ontologies, OAEI-2015 introduced linked data benchmarks. Therefore, the ontology matching evaluation initiative itself provided a solid ground for discussion of how well the current approaches are meeting business needs.

- To examine new uses, similarities and differences from database schema matching, which has received decades of attention but is just beginning to transition to mainstream tools.

The program committee selected 3 long and 5 short submissions for oral presentation and 9 submissions for poster presentation. 22 matching systems participated in this year’s OAEI campaign. Further information about the Ontology Matching workshop can be found at: http://om2015.ontologymatching.org/.

\(^1\)http://www.ontologymatching.org/
\(^2\)http://oaei.ontologymatching.org/2015
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A New Paradigm for Alignment Extraction

Christian Meilicke and Heiner Stuckenschmidt
Research Group Data and Web Science
University of Mannheim, 68163 Mannheim, Germany
christian|heiner@informatik.uni-mannheim.de

Abstract. Ontology matching techniques that are based on the analysis of names usually create first a set of matching hypotheses annotated with similarity weights followed by the extraction or selection of a set of correspondences. We propose to model this last step as an optimization problem. Our proposal differs fundamentally from other approaches since both logical and linguistic entities appear as first class citizens in the optimization problem. The extraction step will not only result in a set of correspondences but will also entail assumptions related to the meaning of the tokens that appeared in the involved labels. We discuss examples that illustrate the benefits of our approach and present a Markov Logic formalization. We conduct an experimental evaluation and present first results.

1 Introduction

Ontology Matching has become a vivid field of research over the last decade. Hundreds of papers propose and discuss ontology matching techniques, introduce improvements, or present complete matching systems. Especially the system papers illustrate a general paradigm common to probably all systems using name-based alignment methods. This paradigm is the understanding of ontology matching as a sequential process that starts with analyzing different types of evidence, in most cases with a focus on the involved labels, and generates as an intermediate result a set of weighted matching hypotheses. From the intermediate result a subset of the generated hypotheses is chosen as final output. The first phase is typically dominated by the computation, aggregation, propagation, and any other method for refining similarity scores. The techniques applied in the second phase range from thresholds to the selection of coherent subsets [6, 8] that might be optimal with respect to an objective function. Most approaches model the intermediate result as a set of correspondences annotated with confidence scores. These confidence scores are aggregated values derived from an analysis of the tokens that appear in the labels of the ontological entities. With the help of several examples we argue that the extraction problem should be modeled differently such that both tokens and logical entities (classes and properties) appear as first class citizens. Otherwise it will not be possible to exploit that the acceptance or rejection of a correspondence follows from the assumption that two tokens have (or do not have) the same meaning. However, any reasonable extraction should be consistent with its underlying assumptions. This can only be ensured if the assumptions themselves can be modeled explicitly.

We presented a first sketch of this approach in [9]. Now we extend and concretize the approach including a first implementation. We present foundations in Section 2. In
Section 3 we discuss two scenarios where a classic approach makes a selection decision in an non-reasonable way. In Section 4 we present our approach and explain how to deal with the issues mentioned before. Experimental results of a first prototypical implementation are presented in Section 5 before concluding in Section 6.

2 Foundations

We introduce some technical terms (Section 2.1), describe state of the art methods for extracting an alignment (Section 2.2), and take a closer look at one them (Section 2.3).

2.1 Nomenclature

Let $O_1$ and $O_2$ be ontologies that have to be matched. A correspondence is a quadruple $(e_1, e_2, r, c)$ where $e$ and $e'$ are entities defined in $O_1$ and $O_2$. $r$ is a semantic relation between $e_1$ and $e_2$. Within this paper the semantic relation will always be equivalence and $e_1$ and $e_2$ will always be classes or (data or object) properties. The numerical value $c$ is referred to as confidence value. The higher the value, the higher is the probability that $r(e_1, e_2)$ holds. The confidence value is an optional element and will sometimes be omitted. The outcome of a matching system is a set of correspondences between $O_1$ and $O_2$. Such a set is called an alignment $A$ between $O_1$ and $O_2$.

In the following we distinguish between linguistic entities (labels and tokens) and ontological entities (classes and properties) using the following naming convention.

$n\#\text{ClassOrProperty}$ - Refers to a class or property in $O_n$ (with $n \in 1, 2$).
$n:\text{Label}$ - Refers to a label used in $O_n$ as a class or property description.
$n:\text{Token}t$ - Refers to a token that appears as a part of a label in $O_n$.

We will later, e.g., treat $1\#\text{AcceptedPaper}$ and $1:\text{AcceptedPaper}$ as two different entities. The first entity appears in logical axioms and the second might be a description of the first entity. The label consists of the tokens $1:\text{Accepted}$ and $1:\text{Paper}$. We need three types of entities (logical entities, labels, tokens) because a logical entity can be described by several labels and a label can be decomposed in several tokens.

2.2 Alignment Extraction

The easiest way for selecting a final alignment $A$ from a set of matching hypotheses $H$ is the application of a threshold. However, a threshold does not take into account any dependencies between correspondences in $H$. Thus, it might happen that an entity $1\#e$ is mapped on $2\#e'$ and $2\#e''$ even though $2\#e'$ and $2\#e''$ are located in different branches of the concept hierarchy.

This can be solved easily. We first sort $H$ by confidence scores. Starting with an empty alignment $A$, we iterate over $H$ and add each $(e_1, e_2, =, c) \in H$ to $A$ if $A$ does not yet contain a correspondence that links one of $e_1$ or $e_2$ to some other entity. This ensures that $A$ is finally a one-to-one alignment. Similar algorithms can be applied to ensure that certain anti-pattern (e.g., Asmov [5]) are avoided when adding correspondences to $A$. It is also possible to use reasoning to guarantee the coherence of the
generated alignment (e.g., Logmap [6]). Checking a set of patterns is then replaced by calling a reasoning engine.

Such an approach needs to decide upon the order in which correspondences are iterated over because different orders can lead to different results. Global methods try to overcome this problem. Similarity flooding [10], for example, is based on the following assumption: The similarity between two entities linked by a correspondence in $H$ must depend on the similarity of their adjacent nodes for which an initial similarity is specified in $H$. The algorithm does not select a subset of $H$ as final outcome but generates a refined similarity distribution over $H$. Other global methods explicitly define an optimization problem in which a subset from $H$ needs to be chosen that maximizes an objective function. This is detailed in the following section.

2.3 Global Optimization with Markov Logic

In [13] and [2] Markov Logic has been proposed to solve the alignment extraction problem. The authors have argued that the solution to a given matching problem can be obtained by solving the maximum a-posteriori (MAP) problem of a ground Markov logic network. In such a formalization the MAP state, which is the solution of an optimization problem, corresponds to the most probable subset $A$ of $H$. In the following we explain the basic idea of the approach proposed in [13]. Due to the lack of space we omit a theoretical introduction to Markov Logic and refer the reader to [15].

In [13] the authors have defined, due to the fact that Markov Logic is a log linear probabilistic model, the objective function as the confidence total of $A\subseteq H$. Without any further constraints and given that all confidences are positive it follows that $A=H$. However, some of the constraints that have been mentioned above can easily be encoded as first-order formulae in Markov Logic. We can postulate that a pair of correspondences violating the 1:1 constraint is not allowed in the final solution. This can be expressed as follows.

$$\text{map}(e_1, e_2) \land \text{map}(e'_1, e'_2) \land e_1 = e'_1 \rightarrow e_2 = e'_2$$

Similarly, coherence constraints can be added to avoid certain patterns of incoherent mappings. An example is the constraint that the classes $e_1$ and $e'_1$ where $e'_1$ is a subclass of $e_1$ cannot be mapped on $e_2$ and $e'_2$ where $e_2$ and $e'_2$ are disjoint:

$$\text{sub}(e_1, e'_1) \land \text{dis}(e_2, e'_2) \rightarrow \neg(\text{map}(e_1, e_2) \land \text{map}(e'_1, e'_2))$$

Due to the lack of space, we cannot specify all constraints of the complete formalization. Additional constraints are required to take into account that properties can also be involved in logical inconsistencies (see [13]). Moreover, there are some soft constraints that reward homomorphism introduced by the selected correspondences.

Given such a formalization, a reasoning engine for Markov Logic can be used to compute the MAP state which corresponds to the most probable consistent mapping. In our terminology we call this mapping a global optimal solution. Note that the entities that appear in such a formalization are logical entities (classes and properties) only, while labels or token are completely ignored. The have only been used to compute weights for the matching hypotheses, which are the weights attached to the $\text{map}$-atoms.
3 Illustrating Examples

In Section 3.1 and 3.2 we analyze examples that illustrate problems of the classical approaches described in the previous section. In Section 3.3 we discuss the possibility to cope with these problems without introducing a new modeling style.

3.1 Multiple Token Occurrences

For most matching problems some of the tokens used in the labels will appear in more than one label. This is in particular the case for compound labels that can be decomposed into modifier and head noun. Figure 1 shows a typical example.

Let us first discuss a simplified version of the example where we ignore the branch in $O_2$ rooted at the 2$\#$Fee class. Note that a matching problem very similar to the simplified example can be found in the OAEI conference dataset (testcase conference-ekaw). For this small excerpt there are four correspondences (solid arrows) in the reference alignment. Probably, most systems would generate $\langle 1\#Document, 2\#Document, = \rangle$ due to the usage of the same label. The same does not hold for the other three correspondences. For two of them the labels can be decomposed into modifier and head noun. For all of these correspondences it is crucial to answer the question whether the words 1$\#$Contribution and 2$\#$Paper have the same meaning. How would a standard approach deal with this example? In such an approach a similarity metric would be used to compute a similarity for all relevant pairs of words. This would probably also result in a (numerical) similarity for the pair 1$\#$Contribution, 2$\#$Paper, for example $sim(1\#$Contribution, 2$\#$Paper) = 0.3. This similarity would then be aggregated into a score that might result into a set of weighted hypotheses $H$.

$$c_1 = \langle 1\#Document, 2\#Document, =, 1.0 \rangle$$
$$c_2 = \langle 1\#Contribution, 2\#Paper, =, 0.3 \rangle$$
$$c_3 = \langle 1\#ReviewedContribution, 2\#ReviewedPaper, =, 0.65 \rangle$$
$$c_4 = \langle 1\#AcceptedContribution, 2\#AcceptedPaper, =, 0.65 \rangle$$
At this stage we have lost the dependency between our final decision and the question whether or not the words 1:Contribution and 2:Paper have the same meaning. Without being aware of this dependency it might happen that $c_1$, $c_3$, $c_4$ and not $c_2$ are selected. This would, obviously, be an inconsistent decision, because the selection of $c_3$ and $c_4$ should always result in the selection of $c_2$.

One might criticize that we are making (invalid) assumptions. Above we used the average for aggregating confidences. One might also use, for example, the minimum. This results in the same confidences for $c_2$, $c_3$ and $c_4$. Nevertheless, the distance between 1:Contribution = 2:Paper is taken into account not once but several times. Thus, the decision related to $c_2$ will not be affected by the possibility of generating $c_3$ and $c_4$, while a human expert would take $c_3$ and $c_4$ into account.

Let us now analyze the extended example where we have the additional branch that deals with fees and (monetary) contributions. Now we have another (incorrect) matching candidate.

$$c_5 = (1#AcceptedContribution, 2#AcceptedContribution, =, 1.0)$$

Obviously, $c_5$ is in a 1:1 conflict with $c_4$. A consistent 1:1 mapping might thus consist of $c_1$, $c_2$, $c_3$ and $c_4$ or (exclusive!) $c_5$. However, taking the involved tokens and their possible meanings into account, we should not generate an alignment that contains $c_2$ and $c_5$ at the same time. Such an alignment will only be correct, if the tokens in $O_1$ are used in an inconsistent way.

The classical approach cannot handle such cases in the appropriate way. As long as the tokens themselves are not explicitly modeled as entities in the extraction phase, unreasonable and inconsistent decisions, inconsistent with respect to assumptions related to the use of words, are made.

### 3.2 Ignoring Modifiers

We illustrate another pattern by an example taken from the OAEI conference dataset, namely the confof-ekaw testcase. The reference alignment for this testcase contains 20 correspondences, here we are interested in the following three correspondences.

$$\langle 1#Banquet, 2#ConferenceBanquet, = \rangle$$
$$\langle 1#Participant, 2#ConferenceParticipant, = \rangle$$
$$\langle 1#Trip, 2#ConferenceTrip, = \rangle$$

The developer of $O_2$ was more verbose than the developer of $O_1$. In $O_2$ some of the labels have been extended by adding the prefix modifier 2:Conference. This modifier has been omitted in $O_1$ because each of the participants, trips and banquets is implicitly always associated to a conference. We are not interested in pros and cons of both styles. Both exist and a matching system should be able to cope with them.

Let us again think how we, as reasonable agents, would deal with this issue. After studying the $O_1$ ontology, we would come to the decision, that it might make sense to ignore the token 1:Conference, whenever it appears as modifier. Maybe we would first try to match both ontologies without ignoring the modifier, then we would
match both ontologies while ignoring 1:Conference, when it appears as modifier. In both cases we ensure the coherency of the generated alignment. For our example the outcome would be that the second approach allows to generate three additional correspondences that do not introduce any logical conflicts. Thus, ignoring the modifier 1:Conference seems to be a good choice.

Again, we can see that a first class citizen in such considerations are linguistic entities. We make certain decisions about the role of tokens and their implications result in the acceptance of correspondences, while logical constraints that deal with ontological entities have also an impact on our interpretation of tokens.

3.3 Work Around

In [12] the authors have proposed a measure called extended Tversky similarity that copes with the situation described in Section 3.2. Their idea is to weigh each token by its information content. A token like 2:Conference that appears very often has a very low weight. It follows that a relatively high confidence score is assigned to a correspondence like ⟨1#Banquet, 2#ConferenceBanquet, =⟩ because 2:Conference has only a limited discriminative power. Note that this approach is still based on the principle to assign confidences to correspondences. Once this assignment has been made, the tokens that have been involved are no longer taken into account.

This technique has been implemented in the YAM++ matcher. This matcher achieved very good results the OAEI 2012 campaign [1] (see also the results table in Section 5). However, not the number of token-occurrences is important, but the maximal number of additional coherent correspondences that would result from ignoring a modifier. While these numbers are often correlated, this is not necessarily the case. Suppose that we have an ontology that contains the class 1#PaperAuthor and the property 1#paperTitle, as well as some other labels that contain the token 1:paper. Let the other ontology contain a class 2#Author (including authors of reviews) and a property 2#title (to describe the title of a conference). In O1 we have a relatively high number of 1:paper-token occurrences, however, the word 1:paper is in most cases a feature that needs to be taken into account. This can be derived from the fact that ⟨1#PaperAuthor, 2#Author, =⟩ and ⟨1#paperTitle, 2#title, =⟩ cannot be added without introducing logical conflicts given a meaningful axiomatization in O1 and O2. In our approach we will be able to take such cases into account.

4 Approach

We first present our approach and it formalization in Section 4.1 followed by an analysis of its impact in Section 4.2 where we revisit the examples of the previous section.

4.1 Formalization

In the following we distinguish explicitly between entities from two different layers. The first layer is the layer of labels and tokens; the entities that appear in the second layer are classes and properties. In our approach we treat entities from both layers as first
class citizens of an optimization problem. Thus, we can define the objective function of our optimization problem on top of token similarities (first layer) instead of using confidence values attached to correspondences (second layer).

Hidden predicates
- \(\text{map}(e_1, e_2)\) \(e_1\) is mapped on \(e_2\), i.e. \((e_1, e_2, =) \in A\)
- \(\text{equiv}(t_1, t_2)\) \(t_1\) and \(t_2\) have the same meaning
- \(\text{equiv}(l_1, l_2)\) \(l_1\) and \(l_2\) have the same meaning
- \(\text{ignore}(t)\) token \(t\) can be ignored if it appears as a modifier

Logical predicates
- \(\text{sub}(e_1, e_2)\) \(e_1\) is subsumed by \(e_2\)
- \(\text{dis}(e_1, e_2)\) \(e_1\) and \(e_2\) are disjoint classes
- \(\text{dom}(e_1, e_2)\) \(e_1\) is the domain of \(e_2\)
- \(\text{ran}(e_1, e_2)\) \(e_1\) is the range of \(e_2\)

Linguistic predicates
- \(\text{pos}_1(l, t)\) label \(l\) has token \(t\) at first position
- \(\text{pos}_2(l, t)\) label \(l\) has token \(t\) at second position
- \(\text{pos}_3(l, t)\) label \(l\) has token \(t\) at third position
- \(\text{hasToken}(l)\) label \(l\) is composed of one token
- \(\text{hasToken}(l)\) label \(l\) is composed of two tokens
- \(\text{hasToken}(l)\) label \(l\) is composed of three tokens
- \(\text{hasLabel}(e, l)\) entity \(e\) is described by label \(l\)

Table 1. Variables starting with \(e\) refer to classes or properties, e.g., \#ConferenceFee; \(l\) refers to complete labels, e.g., \:ConferenceFee; and \(t\) refers to tokens, e.g., \:Fee,

We extend the approach described in Section 2.3, i.e., we use Markov Logic and most of the constraints presented above. However, we also need a rich set of (new) predicates listed in Table 1 to support our modeling style. The first four predicates in the listing are hidden predicates. This means that we do not know in advance if the ground atoms for these predicates are true or wrong. We attach a weight in the range \([-1.0, 0.0]\) to the atoms instantiating the \(\text{equiv}\) predicate, if we have some evidence that the respective tokens have a similar meaning. We explicitly negate the atom if there is no such evidence. As a result we have a fragment as input that might look like this.

\[
equiv(1:\text{Accepted}, 2:\text{Accepted}), 0.0
\equiv(1:\text{Organization}, 2:\text{Organisation}), -0.084
\equiv(1:\text{Paper}, 2:\text{Contribution}), -0.9
\equiv(1:\text{Accepted}, 2:\text{Rejected}) \text{ unweighted}
\]

We do not add any (weighted or unweighted) groundings of the \(\text{map}\), \(\text{equiv}\), and \(\text{ignore}\) predicates to the input. Our solution will finally consist of a set of atoms that are groundings of the four hidden predicates. While we are mainly interested in the \(\text{map}\)-atoms (each atom refers to a correspondence), the groundings of the other predicates can be seen as additional explanations for the finally generated alignment. These atoms
inform us which tokens and labels are assumed to be equivalent and which tokens have been ignored.

The other predicates in the table are used to describe observations relevant for the matching problem. We describe the relations between tokens and labels and the relation between labels and logical entities.

\[\text{pos}1(1:\text{AcceptedPaper}, 1:\text{Accepted})\]
\[\text{pos}2(1:\text{AcceptedPaper}, 1:\text{Paper})\]
\[\text{hasToken}(1:\text{AcceptedPaper})\]
\[\text{hasLabel}(1\#\text{AcceptedPaper}, 1:\text{AcceptedPaper})\]

We postulate that a label is matched if and only if all of its tokens are matched. We specify this explicitly for labels of different size.\(^1\) The 2-token case is shown here.

\[\text{hasToken}(l_1) \land \text{hasToken}(l_2) \land \text{pos}1(l_1, t_{11}) \land \text{pos}2(l_1, t_{12}) \land \text{pos}1(l_2, t_{21}) \land \text{pos}2(l_2, t_{22}) \rightarrow (\text{equiv}(l_1, l_2) \leftrightarrow \text{equiv}(t_{11}, t_{21}) \land \text{equiv}(t_{12}, t_{22}))\]

Next, we have to establish the connection between label and logical entity. A logical entity is matched if and only if at least one of its labels is matched.

\[\text{map}(e_1, e_2) \leftrightarrow \exists l_1 \exists l_2 (\text{hasLabel}(e_1, l_1) \land \text{hasLabel}(e_2, l_2) \land \text{equiv}(l_1, l_2))\]

We follow the classic approach and translate (a subset of) the ontological axioms to our formalism by using the logical predicates. We add several constraints as restrictions of the \(\text{map}\)-predicate ensuring that the generated alignment is a 1:1 mapping and that this mapping is coherent taking the ontological axioms into account. These constraints have already been explained in [13] and we can integrate them easily in our approach as constraints on the second layer. In addition to the 1:1 constraint for the \(\text{map}\) predicate, we also add a 1:1 constraint for the \(\text{equiv}\)-predicate on the token layer. This ensures that \(\text{equiv}(1:\text{Paper}, 2:\text{Contribution})\) and \(\text{equiv}(1:\text{Contribution}, 2:\text{Contribution})\) cannot be true at the same time.

Computing the MAP state for the modeling described so far will always yield an empty result, because the summands in the objective function are only the weights attached to the \(\text{equiv}\)-atoms. All of them are \(\leq 0\), thus, the best objective will be 0, which is the objective of an empty mapping. We have to add a weighted rule that rewards each correspondence, i.e., a rule that rewards each instantiation of the \(\text{map}\) predicate. We have set the reward to 0.5.

\[\text{map}(e_1, e_2), +0.5\]

Now each correspondence added to the solution increases the score of the objective by 0.5. At the same time each instantiation of the \(\text{map}\) predicate forces to instantiate at least one \(\text{equiv}\)-atom, which again forces to instantiate the related \(\text{equiv}\)-atoms weighted with values lower or equal to zero. Thus, we have defined a non trivial optimization

\(^1\) We have not included labels with more than three tokens in our first implementation. For larger labels, we decided to match these labels directly if they are the same after normalization.
problem in which the idea of generating a comprehensive alignment conflicts with our assumptions related to the meaning of words.

Finally, we need to explain the role of the ignore predicate. We want to match a 1-token label to a 2-token label if and only if we are allowed to ignore the modifier of the 2-token label and if the remaining token is equivalent to the token of the 1-token label. This can be expressed as follows.

\[
\text{has1Token}(l_1) \land \text{has2Token}(l_2) \land \text{pos1}(l_1, t_{11}) \land \text{pos1}(l_2, t_{21}) \land \\
\text{pos2}(l_2, t_{22}) \rightarrow (\text{equiv}(l_1, l_2) \leftrightarrow \text{equiv}(t_{11}, t_{22}) \land \text{ignore}(t_{21}))
\]

However, a modifier should not be ignored be default. For that reason we have to add again a simple weighted rule.

\[\text{ignore}(t), -0.95\]

Together, with the previous constraint this rule assigns a punishment to ignoring a token that is used as modifier. Note that the weight is set to a value lower than -0.5. By setting the value to -0.95 it will only pay off to ignore a token if it will result in at least two additional correspondences \((n \times 0.5 - 0.95 > 0.0\) for \(n \geq 2\)).

### 4.2 Impact

For the small fragment depicted in Figure 1 (from Section 3.1), we present the weighted input atoms (marked with an I) and the resulting output atoms (marked with an O) in the following listing. We omit the atoms describing the relations between tokens, labels, and logical entities, as well as those that model the logical axioms.

<table>
<thead>
<tr>
<th>I</th>
<th>O</th>
<th>input weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>I equiv</td>
<td>equiv(1:Document, 2:Document)</td>
<td>0.0</td>
</tr>
<tr>
<td>I equiv</td>
<td>equiv(1:Reviewed, 2:Reviewed)</td>
<td>0.0</td>
</tr>
<tr>
<td>I equiv</td>
<td>equiv(1:Accepted, 2:Accepted)</td>
<td>0.0</td>
</tr>
<tr>
<td>I equiv</td>
<td>equiv(1:Contribution, 2:Contribution)</td>
<td>0.0</td>
</tr>
<tr>
<td>I equiv</td>
<td>equiv(1:Contribution, 2:Paper)</td>
<td>-0.9</td>
</tr>
<tr>
<td>O equiv</td>
<td>equiv(1:Document, 2:Document)</td>
<td></td>
</tr>
<tr>
<td>O equiv</td>
<td>equiv(1:Contribution, 2:Paper)</td>
<td></td>
</tr>
<tr>
<td>O equiv</td>
<td>equiv(1:ReviewedContribution, 2:ReviewedPaper)</td>
<td></td>
</tr>
<tr>
<td>O equiv</td>
<td>equiv(1:AcceptedContribution, 2:AcceptedPaper)</td>
<td></td>
</tr>
<tr>
<td>O c_1</td>
<td>map(1#Document, 2#Document)</td>
<td></td>
</tr>
<tr>
<td>O c_2</td>
<td>map(1#Contribution, 2#Paper)</td>
<td></td>
</tr>
<tr>
<td>O c_3</td>
<td>map(1#ReviewedContribution, 2#ReviewedPaper)</td>
<td></td>
</tr>
<tr>
<td>O c_4</td>
<td>map(1#AcceptedContribution, 2#AcceptedPaper)</td>
<td></td>
</tr>
</tbody>
</table>

The generated solution consists of four equiv1-atom, four equiv2-atoms, and four map-atoms. The four map-atoms are converted to the four correspondences of the output alignment \(\{c_1, c_2, c_3, c_4\}\). The objective of this solution is \(1.1 = 4 \times 0.5 + 0.0 + 0.0 + 0.0 + 0.0 - 0.9\). The example shows that the low similarity between 1:Paper and
Contribution atom is compensated by the possibility to generate four correspondences. The same result would not have been achieved by attaching aggregated weights directly to the map-atoms.

Let us compare this solution to other possible and impossible solutions. Thus, let $c_5 \approx map(1\#AcceptedContribution,2\#AcceptedContribution)$ and let $c_6 \approx map(1\#Contribution,2\#AcceptedContribution)$.

- objective for $\{c_1,c_2,c_3,c_4\} = 4 \times 0.5 - 0.9 = 1.1$
- objective for $\{c_1,c_5\} = 2 \times 0.5 = 1.0$
  - $\{c_1,c_2,c_3,c_4,c_5\}$ is invalid against 1:1 constraint on the token layer
- objective for $\{c_1\}$ or $\{c_5\} = 1 \times 0.5 = 0.5$
- objective for $\{c_1,c_6\} = 2 \times 0.5 - 0.95 = 0.05$

The alignment $\{c_1,c_5\}$ is listed with a relatively high objective. Note that $\{c_1,c_5\}$ would be invalid, if there would be a disjointness statement between 2#Fee and 2#Document due a constraint on the layer of ontological entities. We have also added $\{c_1,c_6\}$ to our listing. It illustrates the possibility to ignore a modifier. However, this solution has a low objective and there are other solutions with a better objective.

5 Preliminary Evaluation Results

In the following we report about experiments with a prototypical implementation based on the formalization presented above. The formalization is extended as follows.

- We added the constraint that if a property $p$ is matched on a property $p'$, then the domain (range) of $p$ has to be matched to the domain of $p'$ or to a direct super or subclass of the domain (range) of $p'$. In the latter case a small negative weight is added to the objective.
- We derived alternative labels from the directly specified labels by ignoring certain parts. For example, we added the label 1:writes to a property labeled with 1:writesPaper, if 1:Paper was the label of that properties domain.
- We derived alternative labels by adding 1:ConferenceMember as alternative label given a label like 1:MemberOfConference.
- We added rules that allow to match two-token labels on three-token labels in case that all tokens from the two-token label are matched, however, such a case was punished with a negative weight.

We use the following basic techniques for computing the input similarity scores. First we normalize and split the labels into tokens. Given two tokens $t_1$ and $t_2$, we compute the maximum of the values returned by the following five techniques. (1) We assign a score of 0.0, if $t_1 = t_2$. (2) If $t_1$ and $t_2$ appear in the same synset in WordNet [11], we assign a score of -0.01. (3) We compute the Levenshtein distance [7], multiply it with -1 and assign any score higher than -0.2 to detect spelling variants. (4) If $t_1$ or $t_2$ is a single letter token and $t_1$ starts with $t_2$ or vice versa, we assign a score of -0.3. (5) We check if $t_1$ and $t_2$ have been modified at least two times by the same modifier. If this is the case, we assign a (very low) score of -0.9.
We have used the RockIt [14] Markov Logic engine to solve the optimization problem. RockIt does not support all logical constructs of our formalization directly. Thus, we had to rewrite existential quantification in terms of a comprehensive grounded representation. We applied our approach to the OAEI conference track. The results are depicted in Table 2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Pre</th>
<th>F</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>.80</td>
<td>.68</td>
<td>.59</td>
</tr>
<tr>
<td>2013</td>
<td>.78</td>
<td>.71</td>
<td>.65</td>
</tr>
<tr>
<td>2012</td>
<td>.78</td>
<td>.71</td>
<td>.65</td>
</tr>
</tbody>
</table>

Table 2. The proposed approach (*) compared with the top systems of 2012, 2013, and 2014.

We have listed the top-3 participants of the OAEI 2012, 2013, and 2014 conference track. The results are presented in term of precision (Pre), recall (Rec), and F-measure (F) using the the \( ra^2 \) reference alignment.\(^2\) For each year the results are ordered by the F-measure that has been achieved. We inserted the results of our system, marked as *, at the appropriate row. Note that the vast majority of participating systems, which perform worse, is not depicted in the table. It can be seen that our approach is on the first position in 2014 and on the second in 2013 and 2012. This is a very good result, because we spent only a limited amount of work in the computation of the ingoing similarity scores. On the contrary, we presented above a complete description in less then 10 lines. This indicates that the quality of the generated alignments is mainly based our new approach for modeling the task of selecting the final alignment from the given similarity scores.

The OAEI conference dataset can processed in less than 20 minutes on a standard laptop. While slightly larger matching tasks are still feasible, significantly larger tasks cannot be solved anymore. Scalability is indeed an open challenge for the proposed approach. Currently we are working on a robust version of our approach in order to participate in the OAEI 2015 campaign.\(^3\)

6 Conclusion

We presented a new approach for extracting a final alignment from an initial set of matching hypotheses. We have argued by a detailed discussion of several examples that our approach makes reasonable choices in situations where classical approaches are doomed to fail. Moreover, our approach generates results in a transparent and comprehensible manner. It can, for example, be proven that any other solution with a better objective must be invalid. Moreover, the objective for any other possible solution can be

\(^2\) The \( ra^2 \) reference alignment is not available for the public. We thank Ondřej Šváb-Zamazal, one of the track organizers, for conducting an evaluation run outside an OAEI campaign.

\(^3\) A first implementation is available at http://web.informatik.uni-mannheim.de/mamba/
computed to understand why the generated alignment was preferred over an alternative. A preliminary evaluation has shown that our approach can compete with the top systems participating in previous OAEI campaigns even though we put only limited effort in the optimal choice and design of the similarity measures we used in our evaluation. While the evaluation revealed that scalability is a crucial issue for the proposed approach, the positive results observed so far as well as the elegant nature of the approach engages us to improve the approach and to analyze it future work.
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Abstract State-of-the-art multilingual ontology matchers use machine translation to reduce the problem to the monolingual case. We investigate an alternative, self-contained solution based on semantic matching where labels are parsed by multilingual natural language processing and then matched using a language-independent knowledge base acting as an interlingua. As the method relies on the availability of domain vocabularies in the languages supported, matching and vocabulary enrichment become joint, mutually reinforcing tasks. In particular, we propose a vocabulary enrichment method that uses the matcher’s output to detect and generate missing items semi-automatically. Vocabularies developed in this manner can then be reused for other domain-specific natural language understanding tasks.

1 Introduction

Classification hierarchies, tree-structured data schemas, taxonomies, and term bases are widely used around the world as simple, well-understood, semi-formal data and knowledge organisation tools. They often play a normative role both as a means for classification (of documents, open data, books, items of commerce, web pages, etc.) and as sources of shared vocabularies for actors cooperating in a given domain. Activities such as international trade and mobility rely on the interoperability and integration of such resources across languages. Cross-lingual\footnote{We use the term \textit{cross-lingual matching} as a specific case of multilingual matching when ontologies in two different languages are being aligned.} ontology matching attempts to provide a solution for creating and maintaining alignments for such use cases.

State-of-the-art matchers that evaluate as the best in the Multiform cross-lingual matching tasks of OAEI [6], such as AML [1] or LogMap [9], use online translation services (typically from Microsoft or Google) in order to reduce the problem of language diversity to the well-researched problem of monolingual English-to-English matching. The success of these methods is dependent on the availability of the translation service that is being used as a black box. Still, with the constant improvement of such services, matchers using machine translation are able to provide usable results and are able to deal with a wide range of languages.

In this paper we investigate a different perspective on cross-lingual matching that considers the building and maintenance of multilingual vocabularies as part...
of the alignment task. The method is based on the use of locally available multi-
ingual lexical-semantic vocabularies. Such resources are in constant evolution and are often available on the web with a more or less wide coverage of different terminological domains.

We are motivated by three considerations: first, we set out to explore to what extent such a linguistically-oriented, non-statistical approach to cross-lingual matching can be used as a viable alternative to machine translation. Secondly, we wish to provide a natively multilingual matcher that is entirely under the control of its user and does not rely on a non-free external translator service. This is necessary for high-value applications, such as e-commerce or libraries, where quality has to remain fully under the user’s control. Finally, besides using vocabularies as resources for matching, we show how the matcher’s output itself can become a resource in the purpose of vocabulary enrichment. This positive feedback loop exploits mismatches for increased terminological coverage which, in turn, improves subsequent matching results. One example use case is integration of open data—available in multiple languages—for mobility applications where geographical concepts and names are matched with the GeoWordNet catalogue [2].

While there is existing work [7] on using post-processing to repair a matching through the enrichment of background knowledge, our goal is different: we attempt to collect missing vocabulary elements that can be stored and subsequently reapplied, whereas [7] finds unknown relations between labels that may not be reusable outside the context of the matching task.

We took as basis for our work the SMATCH semantic matcher tool, for two main reasons: first, it operates on the level of meanings of labels instead of surface techniques, which makes it a suitable tool for cross-lingual semantic comparisons. Secondly, SMATCH is designed for matching lightweight ontologies, semi-formal knowledge organisation structures typically used for purposes of classification, that we believe are the main focus of most real-world cross-lingual matching challenges. Lightweight ontologies, as defined in [3], are characterised by (1) having a tree structure, (2) having nodes expressed as well-formed natural language labels, (3) they assume classification semantics (the extension of a node Italy under a node Literature are documents on Italian literature), and (4) the meaning of edges is not formally defined (they may stand for is-a, part-of, etc.).

The result of this work is NuSMATCH (NuSM for short), a first step in the direction of a new-generation multilingual matcher that has built-in capabilities for cross-lingual matching and that can also be used as a multilingual vocabulary enrichment tool.

The rest of the paper is organised as follows. Section 2 presents the multilingual knowledge base, the core resource for our matcher. Section 3 provides a brief reminder on semantic matching and on NuSM, while section 4 details our multilingual extensions. Section 5 presents vocabulary enrichment using erroneous mappings output by the matcher. Section 6 provides evaluation results and discussion, while section 7 presents issues not yet resolved.
Figure 1. English and Italian vocabularies with the interlingua acting as a language-independent interoperability layer. The vocabularies may not be complete: the Italian sense and synset pianta, meaning ‘architectural plan’, is marked with dashed lines to indicate that it is missing from the Italian vocabulary.

2 A Multilingual Knowledge Base as Interlingua

Our approach to cross-lingual matching relies on a multilingual knowledge resource consisting of two layers: (1) a lower layer of multilingual vocabularies that are WordNet-like lexical-semantic resources; and (2) the interlingua: a language-independent ontology of concepts, each one linked to its corresponding vocabulary items in each language. This architecture has already been implemented at the University of Trento as part of a larger knowledge resource called the Universal Knowledge Core (UKC) [3], that we reuse for our purposes.

The architecture of a vocabulary is similar to that of Princeton WordNet [10], consisting of lemmas (i.e., dictionary forms of words of a language) associated to formally defined word senses. Synonymous senses are grouped together in synonym sets or synsets. Both senses and synsets are interconnected by lexical-semantic relations. Synsets represent an abstraction from the language-specific lexicon towards units of meaning and, indeed, the WordNet synset graph is sometimes used as an upper ontology for general reasoning tasks. This practice is suboptimal because of the known Anglo-Saxon cultural and linguistic bias of the synset graph (see, for example, [12]). As a solution, our multilingual knowledge base (simply knowledge base in the following) introduces the interlingua as a manually curated ontology representing a language-independent abstraction from the synset graph. Each synset in each vocabulary is mapped to a concept (fig. 1). The opposite is not necessarily true, e.g., when a vocabulary is incomplete. The interlingua acts as an interoperability layer across language-specific vocabularies, a feature that we use for cross-lingual matching.

High-quality vocabularies are costly to build in terms of human effort. Existing wordnets\(^2\)—that we reuse to bootstrap our vocabularies when it is legally and technically possible—tend to be incomplete to a smaller or greater extent: for

\(^2\)http://globalwordnet.org/wordnets-in-the-world/
example, the Spanish Multilingual Central Repository 3.0\(^3\) contains 56K lemmas and 38K synsets, the Italian MultiWordNet\(^4\) contains 42K lemmas and 33K synsets, while Princeton WordNet 3.0 contains about 200K and 118K, respectively. Furthermore, wordnets tend to be general-purpose vocabularies that lack domain-specific terminology.

Efforts parallel to ours for building multilingual knowledge resources do exist. In earlier efforts such as EuroWordNet [11] or MCR [4] cross-lingual interoperability was provided by mapping non-English synsets to their English Princeton WordNet counterparts. This meant inheriting the English-centric lexical-semantic bias both in vocabulary construction and in reasoning. BabelNet [5] is a more recent and more advanced effort, with the same architectural design and underlying ideas as our knowledge base. The difference lies in the methodology of building it: BabelNet is mostly built automatically from diverse sources such as Wikipedia and OmegaWiki, while our knowledge base is built and maintained by human effort using both expert input and crowdsourcing. While the general problem of constructing lexical-semantic resources is beyond the scope of this paper, one of the outcomes of our work is a method for vocabulary enrichment using the output of NuSM.

3 NuSM

NuSM is designed as a multilingual extension of the SMATCH (English-only) semantic matcher [8]. Matching is semantic because, first, it is based on word senses extracted from ontology labels, secondly, it is performed using propositional logical inference and, thirdly, the mappings returned are description logic relations of equivalence, subsumption, and disjointness (for an example see fig. 2). We follow the basic four-step design of SMATCH, shown as pseudocode in fig. 3. Two new pre- and post-processing steps were added for language detection and for the semi-automated enrichment of vocabularies, respectively.

Below we provide a brief overview of each step of the matching process, followed by an in-depth discussion on the steps that are new or were modified.

\(^3\) http://adimen.si.ehu.es/web/MCR
\(^4\) http://multiwordnet.fbk.eu
Figure 3. Comparison of the high-level steps in SMATCH and NuSM.

For a more detailed presentation of semantic matching and the original SMATCH tool, we refer the reader to [8].

Step 0 is a new pre-processing step that detects the language of the two trees in input. We do not handle the rare case of ontologies mixing labels in multiple languages, as this would reduce the overall accuracy of language detection. Processing is interrupted if for the detected language no suitable vocabulary or NLP parser is available.

Step 1 computes label formulas for the two trees, that is, a propositional description logic formula corresponding to the semantic representation of the label. Atoms of the formula are sets of concepts from the interlingua, possibly representing the meaning of the atom, while operators are conjunctions, subjunctions, and negations. For example, in fig. 2, for the English label Plants and gardening the formula plant ⊔ gardening is computed where plant and gardening are sets of concepts and the coordinating conjunction and becomes a disjunction (since the node classifies documents about any of the two topics). As for the label Building plans, it becomes a conjunctive formula: building ⊓ plan. The difference with respect to SMATCH is that label formulas are computed in a language-dependent manner, while meanings associated to the atoms are language-independent concepts from the interlingua instead of WordNet synsets.

Step 2 computes for each node tree their node formulas, which are formulas describing labels in the context of their ancestors. This step consists of computing for each label formula its conjunction with the label formulas of all of its ancestors. For Plants and gardening, this becomes (plant ⊔ gardening) ⊓ document. This step was not modified with respect to the original SMATCH.

Step 3 collects axioms relevant to the matching task. For each meaning in each atom of the source tree, step 3 retrieves all relations that hold between it and all meanings of all atoms in the target tree. In SMATCH, WordNet is used as a knowledge base (wordNetMatcher method) and additional axioms are inferred through string matching techniques (stringMatcher method). In NuSM, the interlingua is used as background knowledge (conceptMatcher) and string
matching is used mainly for names (nameMatcher). For example, for the pair of atoms (plant, pianta) retrieved from the interlingua in fig. 1, if both have a concept set of two concepts, this means retrieving potential relations for four concept pairs.

**Step 4** performs the matching task (treeMatcher method) by running a SAT solver on pairs of source-target node formulas \((f_S, f_T)\), computed in step 2 and complemented by corresponding axioms retrieved in step 3. If a pair turns out to be related by one of three relations: equivalence \(f_S \leftrightarrow f_T\), implication \(f_S \leftarrow f_T\) or \(f_S \rightarrow f_T\), or negated conjunction \(\neg(f_S \land f_T)\) then the mapping relation equivalence, subsumption, or disjointness is returned as a result, respectively. If none of the above holds, a no-match (overlap) relation is returned. This step was not modified with respect to the original SMATCH.

**Step 5** is introduced specifically for NuSM as a post-processing step. Its goal is to discover mismatches resulting from missing vocabulary items, and help extend the vocabulary accordingly. For example, in fig. 2, no relation is returned between Building plans and Piante di edifici if the meaning ‘plan’ for pianta is missing from the Italian vocabulary.

## 4 Cross-Lingual Matching

In this section we explain how steps 1 and 3 were extended to adapt to cross-lingual operation.

### 4.1 Computing Label Formulas

The computeLabelFormulas method consists of three substeps: (1) building the label formula by parsing each label using language-specific NLP techniques; (2) computing of concept sets for each atom of the label formula; and (3) context-based sense filtering for polysemy reduction.

In NuSM, word senses in label formulas are represented by language-independent concepts from the interlingua. In order to compute label formulas and the concept sets of its atoms, language-dependent parsing is performed on labels.

**Substep 1.1: label formulas are built** by recognising words and expressions that are to be represented as atoms, and by parsing the syntactic structure of the label. For this purpose we use NLP techniques adapted to the specific task of ontology label parsing, distinguished by the shortness of text (typically 1-10 words) and a syntax that is at the same time limited (mostly noun, adjective, and prepositional phrases) and non-standard (varying uses of punctuation and word order). Depending on the language, different NLP techniques are used:

- word boundaries are identified through language-dependent tokenisation, e.g., dell’acqua in Italian vs. water’s in English, the apostrophe falling on different sides;
- language-dependent part-of-speech tagging helps in distinguishing open- and closed-class words where the former (nouns, verbs, adjectives, adverbs) become atoms while the latter (coordinating conjunctions, prepositions, punctuation, etc.) become logical operators;
lemmatisation (morphological analysis of word forms in order to obtain the corresponding lemmas) is also performed using language-dependent methods, e.g., rule-based, dictionary-based, or the combination of the two;

- multiwords (e.g., hot dog) are recognised using dictionary lookup in the appropriate knowledge base vocabulary;

- closed-class words (pronouns, prepositions, conjunctions, etc.) and certain punctuation are mapped to the logical operators of conjunction, disjunction, and negation where mappings are defined for each language (cf. fig. 4);

- syntactic parsing—that determines how logical formulas are bracketed—is also done in a language-dependent manner.

Substep 1.2: concept sets are computed for each atom by retrieving from the interlingua all possible language-independent concepts for each open-class word appearing in the label. Thus, for the word plant we retrieve both the concept plant as organism and the concept industrial plant (fig. 1). What is new with respect to SMATCH is the language-independence of concepts and that concepts of derivationally related words are also retrieved, e.g., plantation, planting. This provides us increased robustness with respect to approximate grammatical correspondences between labels, a phenomenon that we observed as much more common in the cross-lingual than in the monolingual case (e.g., piante di banane vs. banana plantation).

Substep 1.3: sense filtering. In SMATCH, two atoms are by default considered equal if they have the same word form or lemma, regardless of the actual meanings: if the word plant appears both in the source and the target tree, they may be matched regardless of their respective meanings (living organism or industrial building). In order to reduce false positives due to such cases of polysemy, SMATCH implements a form of word sense disambiguation called sense filtering. This operation has a lesser importance in a cross-lingual scenario as the coincidence of homographs across languages is much rarer. For example, matching the English word plant with the Italian word pianta, both polysemous as shown in fig. 1, does not pose a problem as pianta does not have a meaning of ‘industrial plant’, nor does plant mean ‘architectural plan’. This phenomenon acts as a ‘natural’ word sense disambiguation technique, allowing us to fine-tune recall by switching off the sense filtering algorithm implemented in SMATCH when the source and target languages are different and only apply it if the two languages are the same.
4.2 Retrieval of Axioms

SMATCH performs semantic matching between atoms by retrieving axioms as WordNet relations between senses and synsets (the \texttt{wordNetMatcher} method in fig. 3). NuSM, in contrast, relies on language-independent ontological relations existing in the interlingua (\texttt{conceptMatcher}). Equivalence is implied by concept equality and subsumption is derived from is-a, attribute-value, and part-whole relations, taking transitivity into account.

String similarity is a common metric used in monolingual matchers. SMATCH relies on string similarity between words and between glosses of WordNet synsets (the \texttt{stringMatcher} method includes both techniques) whenever WordNet does not provide any semantic axioms. Even though string similarity has a more limited scope of use in cross-lingual matching—words unrecognised because missing from the vocabularies cannot be assumed to match across different languages—we still use it for the matching of names and acronyms which tend to have a higher resemblance across languages (\texttt{nameMatcher}). We discarded gloss-based matching as these are not available for all vocabularies and the gloss-based matcher does not work on glosses written in different languages.

5 Vocabulary Enrichment

Term lists, taxonomies, and classifications, when available in multiple languages, are useful resources for the extraction of domain-specific terminology. The idea is to exploit incorrect mappings in order to identify the vocabulary elements missing for a given language and, consequently, to enrich them in a semi-automated manner, supervised by a human user.

Generally, we consider that mappings perceived by the user as incorrect can be explained by the main phenomena: (1) the incompleteness of the knowledge base, (2) the design and limitations of the matcher (e.g., NLP errors or the inability to match rough translations such as \textit{Building of homes} vs. \textit{Costruzione residenziale}, ‘residential construction’), and (3) modelling errors in the classifications themselves (example: \textit{Gardening and landscaping} classified under \textit{Gardening} results in two being inferred to be equivalent due to classification semantics).

In the following we concentrate on errors of type 1 and especially on missing vocabulary items: word forms, lemmas, senses, and synsets. We leave the problem of enrichment of the interlingua by concepts and relations for future work. We provide a semi-automated method that identifies errors stemming from an incomplete vocabulary and proposes a corresponding repair-by-enrichment action to the user. The semi-automated approach strikes a balance between reducing human effort and maintaining the high quality of vocabularies. It requires the contribution of a skilled person, ideally a data scientist, with a good knowledge of both languages.

\textbf{Step 1: selection of the tree to process.} In order to detect whether vocabulary enrichment is necessary, we either rely on a decision by the user or on a heuristic based on the number of unrecognised words found in one of the trees.
being over a certain threshold. The goal is to select the tree that corresponds to the vocabulary poorer in terminological coverage: in the following we will call this tree the ‘poor tree’ and the other one the ‘rich tree’. The repair process traverses the poor tree in depth-first order from the root, as the repair of a node affects all of its descendants.

Step 2: node-by-node identification of false negative mappings. False negatives, by definition, are true mappings not found by the matcher. Our repair method, however, relies on this information to identify missing vocabulary items. For this reason, we need to have access to ground truth in the form of equivalences and subsumptions. We propose three possible methods for obtaining ground truth:

- **user-provided**, e.g., by manually pointing out false negatives node by node during the traversal process.
- **Pre-existing**: a great number of lightweight ontologies are available on the web in multiple languages, often as industry standards of economic areas englobing multiple countries (in section 6 we provide concrete examples). These multilingual classifications can be seen as **fully aligned parallel corpora** and be used for vocabulary enrichment where the alignment provides ground truth.
- ** Automatically obtained**: the (monolingual) SMATCH is run in parallel using a machine translation service as preprocessor. We automate the identification of false negatives by comparing the mappings output by both SMATCH and NuSM. Negatives output by NuSM that are positives for SMATCH are likely candidates for false negatives. We assume that precision is high (false positives are few) in the monolingual case—which is generally true, cf. the evaluations in [8]—and that the overlap of the positives of SMATCH and NuSM is not total, in other words, that the former is able to provide new positives to the latter. Our experiments showed this to be the case (cf. section 6).

Step 3: identification of the missing vocabulary item and repair. As an example for the repair process, let us take the labels **Building plans** and **Piante di edifici** from fig. 2. They are represented here as atoms containing their meanings retrieved from the interlingua in fig. 1:

- **Building**
  - #910 ‘edifice’
  - ⊓ plans
  - #78 ‘architectural plan’
  - #34 ‘programme’
- **Piante**
  - #56 ‘plant as organism’
  - ⊓ edifici
  - #910 ‘edifice’

Because of the missing sense and synset ‘architectural plan’ for the lemma **pianta**, indicated by dashed lines in fig. 1, the equivalence is missed by the matcher. In the repair scenario, however, we are supposing it to be provided as ground truth. Once such an erroneous mapping has been identified, repair proceeds through the substeps below.

**Substep 3.1: pre-selection of atoms** that are likely subjects for repair. For each false negative mapping identified while traversing the poor tree, the atoms of the corresponding label are analysed. Atoms of unrecognised words (word forms or lemmas) are given priority, as an unrecognised word is a trivial cause
of false negatives. In the absence of unrecognised words, all atoms of the label are selected. In our example, the word *piante* is a recognised word (it does have one meaning, ‘plant as organism’, in the vocabulary), thus both *atom*$_{piante}$ and *atom*$_{edifici}$ are pre-selected.

**Substep 3.2: selection of repair candidates.** A repair candidate is a pair (preselected atom, repair concept) that, when the repair concept is substituted into the atom, repairs the mapping so that the mapping relation corresponds to the ground truth. In our example, (atom$_{piante}$, ‘architectural plan’) is such a repair candidate. In substep 2 a small subset of repair concepts is selected, depending on the ground truth relation to be obtained. If the relation is equivalence then the set of repair concepts corresponds to the concepts appearing in the ‘rich’ node formula of the mapping. If the relation is more general (resp. less general) then it corresponds to the concepts appearing in the ‘rich’ node formula plus all of their ancestors (resp. descendants). The suitable (atom, repair concept) pairs are retained as repair candidates. For the node *Piante di edifici* two repair candidates are found: (atom$_{piante}$, ‘programme’) and (atom$_{piante}$, ‘architectural plan’). No other substitution of any concept from the left-hand side into any atom on the right-hand side leads to equivalence.

**Substep 3.3: identification of the missing vocabulary item and its creation.** The user filters appropriate repair candidates by answering questions such as ‘is meaning “architectural plan” suitable for word *piante* in this label?’. Upon an affirmative answer, we find the missing vocabulary item(s) within the path between the repair concept and the surface word form of the atom. Repair ends by inserting newly created item(s) into the vocabulary (again upon user acceptance). In our case, the presence of an Italian synset connected to the concept of ‘architectural plan’ is verified. As it is missing, a new synset is created, together with a sense and links connecting the synset with the lemma *pianta*. The created items are the ones shown in dashed lines in fig. 1.

## 6 Evaluation and Discussion

Our evaluations were performed on two language pairs: English-Spanish and English-Italian. We used a diverse set of industrial and public multilingual classifications and term bases. As these classifications are fully aligned across languages, they provide ground truth for equivalent mappings. However, because of the nature of semantic matching, other valid equivalences and subsumptions may be returned between non-aligned nodes. For example, *Forestry/Logging* and *Forestry/Logging/Logging* are equivalent nodes according to classification semantics (both are formalised as *forestry ⊓ logging*), yet such relations are missing from our ground truth. Manual production of ground truth being beyond our means for the 2,600 nodes evaluated, we have simplified our evaluations in order to allow the automation of tests:

---

5 NACE: Statistical Classification of Economic Activities in the European Community, Rev. 2 (ec.europa.eu/eurostat/ramon/), EUROVOC: the EU’s multilingual thesaurus (eurovoc.europa.eu), UDC: Universal Decimal Classification (udcc.org).
only relations of equivalence, that is, only perfect matches are evaluated as positives (subsumptions and disjointness are discarded);
all returned equivalences that are not in the ground truth and cannot be trivially mapped to it (by reordering labels or removing duplicate labels) are considered as false positives.

Our results are in fig. 5. We consider the scores as promising first results, especially given our conservative evaluation method. According to close scrutiny, mapping errors (false positives and negatives) were a consequence of the following factors:
the Spanish and Italian vocabularies we used contain 32K and 42K words, respectively, unlike our 130K English vocabulary. Missing words, senses, and synsets reduce both recall and precision.
a weak point of our current matcher is its multilingual syntactic parser, which often results in wrong bracketing in label formulas. The longer the labels the higher the probability of a parsing error, which explains the gradual performance degradation correlated with increased label lengths in our evaluation datasets.
the most important cause of low recall figures is the high number of non-exact translations present in the data (similar to the example Building of homes vs. Costruzione residenziale in fig. 2). Such linguistic ‘fuzziness’ is perhaps the hardest cross-lingual matching problem to tackle.

The last two columns in fig. 5 represent scores obtained by SMATCH when fed by Google-translated English text. These scores are somewhat higher, although by varying margins and not in all cases. This is explained by radically different underlying NLP techniques: machine translators are essentially statistical tools based on word n-grams and thus work well on rough translations where no word-by-word cross-lingual correspondence exists. On the other hand, the statistical nature of machine translation sometimes introduces translation errors. The hypothesis that the two different approaches yield partly different matching results is confirmed by preliminary quantitative evaluations that gave 38.7% (EUROVOC), 55.3% (NACE), and 45.8% (UDC) as the percentage of true positives that were not found by NuSM among those that were found by Google-SMATCH. This proves that the translation-based method for obtaining ground truth that we supposed in section 5 can effectively work.
7 Conclusions and Future Work

The results presented in this paper, both regarding cross-lingual matching and vocabulary enrichment, reflect work in progress, with improvements ongoing in several areas. Improved language-specific syntactic parsing of ontology labels is likely to have a big impact on our scores. In the repair method, we plan to extend the scope of repair to the interlingua, both to concepts and relations. Finally, given our results, we see a new line of research in combining the vocabulary-based technique presented here with machine translation. Our observation on the difference between the sets of true positives returned by the two techniques points in the direction of a potentially efficient ensemble method.
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Abstract. Extracting and analyzing the vast amount of structured tabular data available on the Web is a challenging task and has received a significant attention in the past few years. In this paper, we present the results of our analysis of the contents of a large corpus of over 90 million Web Tables through matching table contents with instances from a public cross-domain ontology such as DBpedia. The goal of this study is twofold. First, we examine how a large-scale matching of all table contents with a knowledge base can help us gain a better understanding of the corpus beyond what we gain from simple statistical measures such as distribution of table sizes and values. Second, we show how the results of our analysis are affected by the choice of the ontology and knowledge base. The ontologies studied include DBpedia Ontology, Schema.org, YAGO, Wikidata, and Freebase. Our results can provide a guideline for practitioners relying on these knowledge bases for data analysis.
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1 Introduction

The World Wide Web contains a large amount of structured data embedded in HTML pages. A study by Cafarella et al. [6] over Google’s index of English documents found an estimated 154 million high-quality relational tables. Subsequent studies show the value of web tables in various applications, ranging from table search [15] and enhancing Web search [1,3] to data discovery in spreadsheet software [2,3] to mining table contents to enhance open-domain information extraction [7]. A major challenge in applications relying on Web Tables is lack of metadata along with missing or ambiguous column headers. Therefore, a content-based analysis needs to be performed to understand the contents of the tables and their relevance in a particular application.

Recently, a large corpus of web tables has been made publicly available as a part of the Web Data Commons project [12]. As a part of the project documentation [13, 14], detailed statistics about the corpus is provided, such as distribution
of the number of columns and rows, headers, label values, and data types. In this paper, our goal is to perform a semantic analysis of the contents of the tables, to find similarly detailed statistics about the kind of entity types found in this corpus. We follow previous work on recovering semantics of web tables [15] and column concept determination [8] and perform our analysis through matching table contents with instances of large cross-domain knowledge bases.

Shortly after we started our study, it became apparent that the results of our analysis do not only reflect the contents of tables, but also the contents and ontology structure of the knowledge base used. For example, using our approach in tagging columns with entity types (RDF classes) in knowledge bases (details in Section 2), we observe a very different distribution of tags in the output based on the knowledge base used. Figure 1 shows a “word cloud” visualization of the most frequent entity types using four different ontologies. Using only DBpedia ontology classes, the most dominant types of entities seem to be related to people, places, and organizations. Using only YAGO classes, the most frequent types are similar to those from DBpedia ontology results, but with more detailed breakdown and additional types such as “Event” and “Organism” that do not appear in DBpedia results. Freebase results on the other hand are very different, and clearly show a large number of music and media related contents in Web tables. The figure looks completely different for Wikidata results, showing “chemical compound” as a very frequent type, which is not observed in Freebase or YAGO types. This shows the important role the choice of knowledge base and ontology plays in semantic data analysis.

In the following section, we briefly describe the matching framework used for the results of our analysis. We then revise some of the basic statistics provided by authors of the source data documentation [14], and then provide a detailed analysis of the entity types found in the corpus using our matching framework. We end the paper with a discussion on the results and a few interesting directions for future work.

2 Matching Framework

In this section, we briefly describe the framework used for matching table contents with instances in public cross-domain knowledge bases. Although implementation of this framework required a significant amount of engineering work to make it scale, the methods used at the core of the framework are not new and have been explored in the past. In particular, our MapReduce-based overlap analysis is similar to the work of Deng et al. [8], and based on an extension of our previous work on large-scale instance-based matching of ontologies [9]. Here, we only provide the big picture to help understanding the results of our analysis described in the following sections.

Figure 2 shows the overall matching framework. As input, we have the whole corpus of Web Tables as structured CSV files on one hand and a set of RDF knowledge bases which we refer to as reference knowledge on the other hand. Based on our previous work on data virtualization [10], we turn both
the tabular data and RDF reference knowledge into a common format and store them as key-values on HDFS. For tabular data, the key is a unique URI identifying a column in an input table, and the values are the values that appear in the column. For reference knowledge input, the key is the RDF class URI, and the values are the labels of instances of that class. For example, URI rep://webtables/23793831_0_4377639018067805567.csv/company+name represents column with header company+name in file 23793831_0_4377639018067805567.csv in the input data. The values associated with this URI are contents of the column, which in this case is a list of company names. An example of reference knowledge URI is http://dbpedia.org/ontology/Company which is the DBpedia ontology class representing entities of type “Company”. The values associated with this URI are labels of instances of this type, which means a list of all company names in DBpedia.

The similarity analysis component of the framework takes in the key-values and returns as output a table with each record associating a column in an input table with a tag which is an RDF class in reference knowledge, along with a confidence score. This tag indicates a similarity between values associated with the column and the class in input key-values, based on a similarity measure. Our system includes a large number of similarity functions but for the purpose of this study, we focus on one similarity measure that is very simple yet accurate and powerful for annotation of tables. Similar to Deng et al. [8], we refer to this
similarity analysis as overlap analysis. The values are first normalized, i.e., values are changed to lowercase and special characters are removed. We also filter numeric and date values to focus only on string-valued contents that are useful for semantic annotation. The similarity score is then the size of the intersection of the sets of filtered normalized values associated with the input URIs. The goal of overlap analysis is to find the number of values in a given column that represent a given entity type (class) in the input reference knowledge. In the above example, the column is tagged with class http://dbpedia.org/ontology/Company with score 158, which indicates there are 158 values in the column that (after normalization) appear as labels of entities of type Company on DBpedia.

The reference knowledge in this study consists of three knowledge bases: (i) DBpedia [4] (ii) Freebase [5], and (iii) Wikidata [11,16]. We have downloaded the latest versions of these sources (as of April 2015) as RDF NTriples dumps. DBpedia uses several vocabularies of entity types including DBpedia Ontology, Schema.org, and YAGO. We report the results of our analysis separately for these three type systems, which results in 5 different results for each analysis. We only process the English portion of the knowledge bases and drop non-English labels.

3 Basic Statistics

We first report some basic statistics from the Web Tables corpus we analyzed. Note that for this study, our input is the English subset of the Web Tables corpus [14] the same way we only keep the English portion of the reference knowledge. Some of the statistics we report can be found on the data publisher’s documentation [14] as well, but there is a small difference between the numbers that could be due to different mechanisms used for processing the data. For example, we had to drop a number of files due to parsing errors or decompression failures, but that could be a results of the difference between the libraries used.

The number of tables we successfully processed is 91,357,232, that results in overall 320,327,999 columns (on average 3.5 columns per table). This results in 320,327,999 unique keys and 3,194,624,478 values (roughly 10 values per column) in the key-value input of Web Tables after filtering numerical and non-string
values for similarity analysis. DBpedia contains 369,153 classes, out of which 445 are from DBpedia Ontology, 43 are from Schema.org, and 368,447 are from YAGO. Freebase contains 15,576 classes, while Wikidata contains 10,250 classes. The number of values after filtering numeric and non-string values is 67,390,185 in DBpedia, 169,783,412 in Freebase, and Wikidata has 2,349,915 values. These numbers already show how different the knowledge bases are in terms of types and values.

We first examine the distribution of rows and columns. Figure 3(a) shows the overall distribution of columns in the Web Tables. As it can be seen, the majority of the tables have lower than 3 columns. There are 1,574,872 tables with only 1 column, and roughly 62 million out of the 91 million tables (32%) have 2 or 3 columns. Now let us consider only the tables that appear in the output of our overlap analysis with intersection threshold set to 20, i.e., tables that in at least one of their columns have more than 20 normalized values shared with one of the knowledge reference sources. Such tables are much more likely to be of a higher quality and useful for further analysis and applications. Figure 3(b) shows the distribution of columns over these tables. As the figure shows, there is a smaller percentage of tables with small number of columns, with roughly 59% of the tables having 4 or more columns. This confirms the intuition that higher quality tables are more likely to have more number of columns, although there is still a significant number of tables with meaningful contents that have 3 or less columns.

Figure 3(c) shows the overall distribution of the number of rows in the whole corpus. Again, the majority of the tables are smaller ones, with roughly 78 million tables having under 20 rows, and roughly 1.5 million tables containing over 100 rows. Figure 3(d) shows the same statistics for tables with an overlap score over 20. Here again, the distribution of rows is clearly different from the whole corpus, with the majority of the tables having over 100 rows.

Next, we study the distribution of overlap scores over all tables and across different ontologies. Figure 4 shows the results (Schema.org results omitted for brevity). In all cases, the majority of tags have a score under 40, but there is a notable percentage of tags with a score above 100, i.e., the column has over 100 values shared with the set of labels of at least one type in the reference knowledge, a clear indication that the table is describing entities of that type. The main difference in the results across different ontologies is in the overall number of tags. With overlap score threshold of 20, there are 1,736,531 DBpedia Ontology tags, 542,178 Schema.org, 6,319,559 YAGO, 26,620,967 Freebase, and 865,718 Wikidata tags. The number of tags is a function of the size of the ontology in terms of number of classes and instances, but also the type system in the ontology. For example, Schema.org has only 43 classes resulting in an average of over 12,600 columns per each tag, but YAGO contains 368,447 classes which means an average of 17 columns per tag.
4 Distribution of Entity Types

We now present detailed statistics on the tags returned by the overlap similarity analysis described in Section 2. Going back to Figure 1 in Section 1, the word cloud figures are generated using the overlap analysis with the overlap threshold set to 20. The figure is then made using the top 150 most frequent tags in the output of the overlap analysis, with the size of each tag reflecting the number of columns annotated with that tag. The labels are derived either from the last portion of the class URI (for DBpedia and Freebase), or by looking up English class labels (for Wikidata). For example, “Person” in Figure 1(a) represents class http://dbpedia.org/ontology/Person whereas music.recording in Figure 1(c) represents http://rdf.freebase.com/ns/music.recording, and chemical.compound in Figure 1(d) represents https://www.wikidata.org/wiki/Q11173 which has “chemical compound” as its English label.

In addition to the word cloud figures, Tables 1 and 2 show the top 20 most frequent tags in the output of our similarity analysis for each of the ontologies, along with their frequency in the output. From these results, it is clear that no single ontology on its own can provide the full picture of the types of entities that can be found on the Web tables. DBpedia ontology seem to have a better
coverage for person and place related entities, whereas YAGO has a large number of abstract classes being most frequent in the output. Schema.org provides a cleaner view over the small number of types it contains. Wikidata has a few surprising types on the top list, such as “commune of France”. This may be due to a bias on the source on the number of editors contributing to entities under certain topics. Freebase clearly has a better coverage for media-related types, and the abundance of tags in music and media domain shows both the fact that there is a large number of tables in the Web tables corpus containing music and entertainment related contents, and that Freebase has a good coverage in this domain.

Finally, we examine a sample set of entity types across knowledge bases and see how many times they appear as a column tag in the overlap analysis output. Table 3 shows the results. Note that we have picked popular entity types that can easily be mapped manually. For example, Person entity type is represented by class http://dbpedia.org/ontology/Person in DBpedia, http://dbpedia.org/class/yago/Person in YAGO, http://schema.org/Person in Schema.org and

---

Fig. 4. Distribution of Overlap Scores in Different Ontologies
Table 1. Most Frequent Tags in DBpedia Ontology, YAGO, and Schema.org

<table>
<thead>
<tr>
<th>DBpedia Ontology</th>
<th>Type</th>
<th>YAGO</th>
<th>Schema.org</th>
<th>Type</th>
<th>Freq.</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agent</td>
<td>PhysicalEntity</td>
<td>Person</td>
<td>Person</td>
<td>242,410</td>
<td>364,830</td>
</tr>
<tr>
<td></td>
<td>Person</td>
<td>Object</td>
<td>Place</td>
<td>Place</td>
<td>186,332</td>
<td>349,139</td>
</tr>
<tr>
<td></td>
<td>Place</td>
<td>YagoLegalActorGeo</td>
<td>YagoLegalActor</td>
<td>YagoLegalActorGeo</td>
<td>130,361</td>
<td>344,487</td>
</tr>
<tr>
<td></td>
<td>PopulatedPlace</td>
<td>Whole</td>
<td>Organization</td>
<td>Whole</td>
<td>112,647</td>
<td>230,667</td>
</tr>
<tr>
<td></td>
<td>Athlete</td>
<td>YagoLegalActor</td>
<td>Country</td>
<td>Country</td>
<td>85,427</td>
<td>226,633</td>
</tr>
<tr>
<td></td>
<td>Settlement</td>
<td>YagoPerm.LocatedInEntity</td>
<td>YagoPerm.LocatedInEntity</td>
<td>YagoPerm.LocatedInEntity</td>
<td>60,219</td>
<td>198,304</td>
</tr>
<tr>
<td></td>
<td>ChemicalSubstance</td>
<td>CausalAgent</td>
<td>CausalAgent</td>
<td>CausalAgent</td>
<td>57,519</td>
<td>186,789</td>
</tr>
<tr>
<td></td>
<td>ChemicalCompound</td>
<td>LivingThing</td>
<td>YagoGeoEntity</td>
<td>YagoGeoEntity</td>
<td>57,227</td>
<td>182,570</td>
</tr>
<tr>
<td></td>
<td>Work</td>
<td>Organism</td>
<td>City</td>
<td>City</td>
<td>53,959</td>
<td>182,569</td>
</tr>
<tr>
<td></td>
<td>Organisation</td>
<td>Person</td>
<td>Organisation</td>
<td>Organisation</td>
<td>50,509</td>
<td>175,501</td>
</tr>
<tr>
<td></td>
<td>OfficeHolder</td>
<td>Abstraction</td>
<td>Movie</td>
<td>Movie</td>
<td>40,198</td>
<td>145,407</td>
</tr>
<tr>
<td></td>
<td>Politician</td>
<td>LivingPeople</td>
<td>SportsTeam</td>
<td>SportsTeam</td>
<td>39,121</td>
<td>136,955</td>
</tr>
<tr>
<td></td>
<td>Congressman</td>
<td>Location</td>
<td>Book</td>
<td>Book</td>
<td>37,221</td>
<td>109,739</td>
</tr>
<tr>
<td></td>
<td>BaseballPlayer</td>
<td>AdministrativeDistrict</td>
<td>School</td>
<td>School</td>
<td>30,301</td>
<td>109,739</td>
</tr>
<tr>
<td></td>
<td>MotorsportRacer</td>
<td>Region</td>
<td>MusicRecording</td>
<td>MusicRecording</td>
<td>26,293</td>
<td>106,200</td>
</tr>
<tr>
<td></td>
<td>RacingDriver</td>
<td>District</td>
<td>Product</td>
<td>Product</td>
<td>25,135</td>
<td>95,294</td>
</tr>
<tr>
<td></td>
<td>Congressman</td>
<td>AdministrativeDistrict</td>
<td>TelevisionStation</td>
<td>TelevisionStation</td>
<td>24,143</td>
<td>92,808</td>
</tr>
<tr>
<td></td>
<td>MusicalWork</td>
<td>Group</td>
<td>StadiumOrArena</td>
<td>StadiumOrArena</td>
<td>17,881</td>
<td>85,668</td>
</tr>
<tr>
<td></td>
<td>NascarDriver</td>
<td>Contestant</td>
<td>AdministrativeArea</td>
<td>AdministrativeArea</td>
<td>16,766</td>
<td>60,177</td>
</tr>
<tr>
<td></td>
<td>Senator</td>
<td>Player</td>
<td>RadioStation</td>
<td>RadioStation</td>
<td>15,087</td>
<td>56,373</td>
</tr>
</tbody>
</table>

http://rdf.freebase.com/ns/people.person in Freebase. The numbers show a notable difference between the number of times these classes appear as column tags, showing a different coverage of instances across the knowledge bases. Freebase has by far the largest number of tags in these sample types. Even for the three ontologies that have the same instance data from DBpedia, there is a difference between the number of times they are used as a tag, showing that for example there are instances in DBpedia that have type Person in DBpedia ontology and Schema.org but not YAGO, and surprisingly, there are instances of Country class type in YAGO that are not marked as Country in DBpedia ontology or Schema.org.

5 Conclusion & Future Directions

In this paper, we presented the results of our study on understanding a large corpus of web tables through matching with public cross-domain knowledge bases. We focused on only one mechanism for understanding the corpus of tables, namely, tagging columns with entity types (classes) in knowledge bases. We believe that our study with its strict focus can provide new insights into the use of public cross-domain knowledge bases for similar analytics tasks. Our results clearly show the difference in size and coverage of domains in public cross-domain knowledge bases, and how they can affect the results of a large-scale analysis. Our results also show several issues in the Web Data Commons Web Tables corpus, such as the relatively large number of tables that contain very little or no meaningful contents.

Our immediate next step includes expanding this study to include other similarity measures and large-scale instance matching techniques [9]. Another interesting direction for future work is studying the use of domain-specific knowledge
Table 2. Most Frequent Tags in Wikidata and Freebase

<table>
<thead>
<tr>
<th>Type</th>
<th>Wikidata Freq.</th>
<th>Type</th>
<th>Freebase Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikimedia category</td>
<td>146,024</td>
<td>music.release_track</td>
<td>968,121</td>
</tr>
<tr>
<td>human</td>
<td>93,544</td>
<td>music.recording</td>
<td>964,906</td>
</tr>
<tr>
<td>chemical compound</td>
<td>52,380</td>
<td>music.single</td>
<td>950,099</td>
</tr>
<tr>
<td>sovereign state</td>
<td>34,681</td>
<td>location.location</td>
<td>532,053</td>
</tr>
<tr>
<td>country</td>
<td>22,030</td>
<td>people.person</td>
<td>475,472</td>
</tr>
<tr>
<td>determinator_for_...occurrence</td>
<td>13,354</td>
<td>location.dated_location</td>
<td>469,766</td>
</tr>
<tr>
<td>city</td>
<td>12,823</td>
<td>location.statistical_region</td>
<td>458,643</td>
</tr>
<tr>
<td>commune_of_France</td>
<td>10,459</td>
<td>tv.tv_series.episode</td>
<td>440,985</td>
</tr>
<tr>
<td>taxon</td>
<td>10,127</td>
<td>location.citytown</td>
<td>409,315</td>
</tr>
<tr>
<td>landlocked_country</td>
<td>8,899</td>
<td>music.artist</td>
<td>390,458</td>
</tr>
<tr>
<td>island_nation</td>
<td>7,439</td>
<td>fictional.universe.fictional_character</td>
<td>372,820</td>
</tr>
<tr>
<td>republic</td>
<td>7,431</td>
<td>film.film.character</td>
<td>344,755</td>
</tr>
<tr>
<td>university</td>
<td>4,083</td>
<td>music.album</td>
<td>314,494</td>
</tr>
<tr>
<td>town</td>
<td>3,467</td>
<td>music.release</td>
<td>306,857</td>
</tr>
<tr>
<td>American_football_club</td>
<td>3,027</td>
<td>media_common.creative_work</td>
<td>304,231</td>
</tr>
<tr>
<td>band</td>
<td>3,024</td>
<td>media_common.cataloged_instance</td>
<td>297,875</td>
</tr>
<tr>
<td>municipality_of_Spain</td>
<td>2,958</td>
<td>type.content</td>
<td>269,216</td>
</tr>
<tr>
<td>commune_of_Italy</td>
<td>2,531</td>
<td>common.image</td>
<td>269,213</td>
</tr>
<tr>
<td>basketball_team</td>
<td>2,041</td>
<td>book.written_work</td>
<td>248,902</td>
</tr>
<tr>
<td>municipality_of_Germany</td>
<td>1,923</td>
<td>book.book</td>
<td>235,165</td>
</tr>
</tbody>
</table>

Table 3. Sample Entity Types and Their Frequency in Overlap Analysis Tags

<table>
<thead>
<tr>
<th>Type</th>
<th>DBpedia Ontology</th>
<th>YAGO</th>
<th>Schema.org</th>
<th>Wikidata</th>
<th>Freebase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>186,332</td>
<td>175,501</td>
<td>186,332</td>
<td>93,544</td>
<td>475,472</td>
</tr>
<tr>
<td>Company</td>
<td>12,066</td>
<td>11,770</td>
<td>–</td>
<td>1,831</td>
<td>68,710</td>
</tr>
<tr>
<td>Location</td>
<td>120,361</td>
<td>109,739</td>
<td>120,36</td>
<td>–</td>
<td>532,053</td>
</tr>
<tr>
<td>Country</td>
<td>37,221</td>
<td>39,338</td>
<td>37,221</td>
<td>22,030</td>
<td>39,316</td>
</tr>
<tr>
<td>Film</td>
<td>10,243</td>
<td>9,080</td>
<td>10,243</td>
<td>348</td>
<td>175,460</td>
</tr>
</tbody>
</table>

bases to study the coverage of a certain domain in the corpus of Web Tables. For example, biomedical ontologies can be used in matching to discover healthcare related structured data on the Web.

The results reported in this paper may change after the reference knowledge sources or the corpus of tables are updated. Therefore, our plan is to maintain a website containing our latest results, along with the output of our analysis that can be used to build various search and discovery applications over the Web Tables corpus.
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Abstract. Ontology matching is the key challenge to achieve semantic interoperability in building the Semantic Web. We present an alternative probabilistic scheme, called GMap, which combines the sum-product network and the noisy-or model. More precisely, we employ the sum-product network to encode the similarities based on individuals and disjointness axioms across ontologies and calculate the contributions by the maximum a posterior inference. The noisy-or model is used to encode the probabilistic matching rules, which are independent of each other as well as the value calculated by the sum-product network. Experiments show that GMap is competitive with many OAEI top-ranked systems. Furthermore, GMap, benefited from these two graphical models, can keep inference tractable in the whole matching process.

1 Introduction

Ontology matching is the process of finding relationships or correspondences between entities of different ontologies[5]. Many efforts have been conducted to automate the discovery in this process, e.g., incorporating more elaborate approaches including scaling strategies[3,6], ontology repair techniques to ensure the alignment coherence[8], employing machine learning techniques[4], using external resources to increase the available knowledge for matching[2] and utilizing probabilistic graphical models to describe the related entities[1,10,11].

In this paper, we propose an alternative probabilistic schema, called GMap, based on two special graphical models—sum-product network(SPN) and noisy-or model. SPN is a directed acyclic graph with variables as leaves, sums and products as internal nodes, and weighted edges[12]. As it can keep inference tractable and describe the context-specific independence[12], we employ it to encode the similarities based on individuals and disjointness axioms and calculate the contributions by the maximum a posterior inference. Noisy-or model is a special kind of Bayesian Network[9]. When the factors are independent of each other, it is more suitable than other graphical models, specially in the inference efficiency[9]. Hence, we utilize it to encode the probabilistic matching rules. Thanks to the tractable inference of these special graphical models, GMap can keep inference tractable in the whole matching process. To evaluate GMap, we adopt the data sets from OAEI ontology matching campaign. Experimental results indicate that GMap is competitive with many OAEI top-ranked systems.
2 Methods

In this section, we briefly introduce our approach. Given two ontologies $O_1$ and $O_2$, we calculate the lexical similarity based on edit-distance, external lexicons and TFIDF[5]. Then, we employ SPN to encode the similarities based on individuals and disjointness axioms and calculate the contributions. After that, we utilize the noisy-or model to encode the probabilistic matching rules and the value calculated by SPN. With one-to-one constraint and crisscross strategy in the refine module, GMap obtains initial matches. The whole matching procedure is iterative. If it does not produce new matches, the matching is terminated.

2.1 Using SPN to encode individuals and disjointness axioms

In open world assumption, individuals or disjointness axioms are missing at times. Therefore, we define a special assignment—"Unknown" for the similarities based on these individuals and disjointness axioms.

For the similarity based on individuals, we employ the string equivalent to judge the equality of them. When we calculate the similarity of concepts based on individuals across ontologies, we regard individuals of each concept as a set and use Ochiai coefficient\(^1\) to measure the value. We use a boundary $t$ to divide the value into three assignments(i.e., 1, 0 and Unknown). Assignment 1(or 0) means that the pair matches(or mismatches). If the value ranges between 0 and $t$ or the individuals of one concept are missing, the assignment is Unknown.

For the similarity based on disjointness axioms, we utilize these axioms and subsumption relations within ontologies and define some rules to determine its value. For example, $x_1$, $y_1$ and $x_2$ are concepts that come from $O_1$ and $O_2$. If $x_1$ matches $x_2$ and $x_1$ is disjoint with $y_1$, then $y_1$ is disjoint with $x_2$. The similarity also have three assignments. Assignment 1(or 0) means the pair mismatches(or overlaps). Otherwise, the similarity based on disjointness axioms is Unknown.

As shown in Figure 1, we designed a sum-product network $S$ to encode above similarities and calculate the contributions, where $M$ represents the contributions and leaves $M_1$, $M_2$, $M_3$ are indicators that comprise the assignments of $M$. All the indicators are binary-value. $M_1 = 1$($M_2 = 1$) means that the contributions are positive(or negative). If $M_3 = 1$, the contributions

\(^1\)https://en.wikipedia.org/wiki/Cosine_similarity

![Fig. 1: The designed sum-product network](image-url)
are Unknown. Leaves $I_1$, $I_2$, $I_3$, $D_0$, $D_1$ are also binary-value indicators that correspond to the assignments of similarities based on individuals($I$) and disjointness axioms($D$). The concrete assignment metrics are listed in Table 1–2.

<table>
<thead>
<tr>
<th>Table 1: Metric for Similarity $D$</th>
<th>Table 2: Metric for Similarity $I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assignments</td>
<td>Indicators</td>
</tr>
<tr>
<td>$D = 1$</td>
<td>$D_0 = 0, D_1 = 1$</td>
</tr>
<tr>
<td>$D = 0$</td>
<td>$D_0 = 1, D_1 = 0$</td>
</tr>
<tr>
<td>$D = Unknown$</td>
<td>$D_0 = 1, D_1 = 1$</td>
</tr>
</tbody>
</table>

With the maximum a posterior (MAP) inference in SPN[12], we can obtain the contributions $M$. As the network $S$ is complete and decomposable, the inference in $S$ can be computed in time linear in the number of edges[7].

2.2 Using Noisy-Or model to encode probabilistic matching rules

We utilize probabilistic matching rules to describe the influences among the related pairs across ontologies and some of rules are listed in Table 3.

<table>
<thead>
<tr>
<th>Table 3: The probabilistic matching rules among the related pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>$R_1$</td>
</tr>
<tr>
<td>$R_2$</td>
</tr>
<tr>
<td>$R_3$</td>
</tr>
<tr>
<td>$R_4$</td>
</tr>
<tr>
<td>$R_5$</td>
</tr>
<tr>
<td>$R_6$</td>
</tr>
</tbody>
</table>

When we focus on calculating the matching probability of one pair, the matching rules are independent of each other as well as the value calculated by SPN. Therefore, we utilize the noisy-or model to encode them.

![Fig. 2: The network structure of noisy-or model designed in GMap](image)

Figure 2 shows the designed network, where $R_i$ corresponds to the $i$th rule and $S_i$ is the conditional probability depended on the condition of $R_i$. $S_0$ represents the SPN-based similarity that is a leak probability[9]. The matching
probability of one pair, $P(S = 1|S_0, R_1, ..., R_6)$, is calculated according to the formulas in the lower-right corner. $c_i$ is the count of satisfied $R_i$ and sigmoid function $f(c_i)$ is used to limit the upper bound of contribution of $R_i$. As the inference in the noisy-or model can be computed in time linear in size of nodes[9], GMap can keep inference tractable in the whole matching process.

3 Evaluation

To evaluate our approach\(^2\), we adopt three tracks (i.e., Benchmark, Conference and Anatomy) from OAEI ontology matching campaign in 2014\(^3\).

3.1 Comparing against the OAEI top-ranked systems

Table 4 shows a comparison of the matching quality of GMap and other OAEI top-ranked systems, which indicates that GMap is competitive with these promising existent systems. For Anatomy track, GMap does not concentrate on language techniques and it emphasizes one-to-one constraint. Both of them may cause a low alignment quality. In addition, all the top-ranked systems employ alignment debugging techniques, which is helpful to improve the quality of alignment. However, we do not employ these techniques in the current version.

<table>
<thead>
<tr>
<th>System</th>
<th>Benchmark(Biblio)</th>
<th>Conference</th>
<th>Anatomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.92 0.4 0.55</td>
<td>0.85 0.64 0.73</td>
<td>0.956 0.932 0.944</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.39 0.4 0.39</td>
<td>0.8 0.59 0.68</td>
<td>0.918 0.846 0.881</td>
</tr>
<tr>
<td>XMAP</td>
<td>1 0.4 0.57</td>
<td>0.87 0.49 0.63</td>
<td>0.94 0.85 0.893</td>
</tr>
<tr>
<td>COFE</td>
<td>n/a n/a n/a</td>
<td>0.74 0.57 0.64</td>
<td>0.967 0.827 0.891</td>
</tr>
<tr>
<td>GMap</td>
<td>0.63 0.57 0.60</td>
<td>0.67 0.66 0.66</td>
<td>0.930 0.802 0.862</td>
</tr>
</tbody>
</table>

3.2 Evaluating the contributions of these two graphical models

We separate SPN and the noisy-or model from GMap and evaluate their contributions respectively. As listed in Table 5, SPN is suitable to the matching task that the linguistic levels across ontologies are different and both of ontologies use same individuals to describe the concepts such as Biblio(201–210) in Benchmark track. Thanks to the contributions of individuals and disjointness axioms, SPN can improve the precision of GMap. When the structure information is very rich across the ontologies, the noisy-or model is able to discover some hidden matches with the existing matches and improve the recall such as in Anatomy track. However, if the ontology does not contain above features such as in Conference track, the improvement is not evident. Nevertheless, thanks to the complementary of these two graphical models to some extent, combining the sum-product network and the noisy-or model can improve the alignment quality as a whole.

\(^2\) The software and results are available at https://github.com/liweizhuo001/GMap.
\(^3\) http://oaei.ontologymatching.org/2014/
Table 5: The contributions of the sum-product network and the noisy-or model

<table>
<thead>
<tr>
<th>System</th>
<th>Biblio(201-210)</th>
<th>Conference</th>
<th>Anatomy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>string equivalent</td>
<td>0.680</td>
<td>0.402</td>
<td>0.505</td>
</tr>
<tr>
<td>lexical similarity(ls)</td>
<td>0.767</td>
<td>0.682</td>
<td>0.722</td>
</tr>
<tr>
<td>ls+spn</td>
<td>0.776</td>
<td>0.685</td>
<td>0.728</td>
</tr>
<tr>
<td>ls+noisy-or</td>
<td>0.782</td>
<td>0.701</td>
<td>0.739</td>
</tr>
<tr>
<td>ls+spn+noisy-or</td>
<td>0.794</td>
<td>0.703</td>
<td>0.746</td>
</tr>
</tbody>
</table>

4 Conclusion and Future Work

We have presented GMap, which is suitable for the matching task that many individuals and disjointness axioms are declared or the structure information is very rich. However, it still has a lot of room for improvement. For example, language techniques is essential to improve the quality of initial matches. In addition, dealing with alignment incoherent is also one of our future works.

Acknowledgments. This work was supported by the Natural Science Foundation of China (No. 61232015). Many thanks to Songmao Zhang, Qilin Sun and Yuanyuan Wang for their helpful discussion on the design and implementation of the GMap.
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Abstract. In ontology alignment, there is no single best performing matching algorithm for every matching problem. Thus, most modern matching systems combine several base matchers and aggregate their results into a final alignment. This combination is often based on simple voting or averaging, or uses existing matching problems for learning a combination policy in a supervised setting. In this paper, we present the COMMAND matching system, an unsupervised method for combining base matchers, which uses anomaly detection to produce an alignment from the results delivered by several base matchers. The basic idea of our approach is that in a large set of potential mapping candidates, the scarce actual mappings should be visible as anomalies against the majority of non-mappings. The approach is evaluated on different OAEI datasets and shows a competitive performance with state-of-the-art systems.
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1 Introduction

In ontology matching, there is only rarely a one size fits all solution. Ontology matching problems differ along many dimensions, so that a matching system that performs well on one dataset does not necessarily deliver good results on another one. To overcome this problem, many ontology matching tools combine the results of various base matchers, i.e., individual matching strategies. However, this approach gives way to a new problem, i.e., how to combine the results of the base matchers in a way that the combination suits the problem at hand [7]. Solutions proposed in the past range from simple voting to supervised learning.

In this paper, we propose to use anomaly or outlier detection for the problem of matcher combination. Anomaly detection is the task of finding those data points in a data set that deviate from the majority of the data [1]. The underlying assumption is that given a large set of mapping candidates (e.g., the cross product of ontology elements from the ontologies at hand), the actual mappings (which are just a few) should stand out in one way or the other. Thus, it should be possible to discover them using anomaly detection methods. We show that it is possible to build a competitive matching system combining the results of more than 25 base matchers using anomaly detection.
2 Approach

COMMAND is a novel approach for dynamically selecting and combining ontology matchers via anomaly detection. The overall architecture is depicted in Fig. 1. The platform was implemented in Scala, the code is available on github under an open-source license.¹

2.1 Base Matching and Matcher Selection

First, all base matchers that are based on local information of each ontology entity are executed. The entities of the target and source ontology are matched in a pair-wise fashion. This step matches Classes, DataProperties and Object-Properties pairwise and independently.

After this the first feature vector is analyzed and an uncorrelated feature subset is extracted. The results of those uncorrelated matchers are used as the input similarities for the structural matchers.

The result of the structural matchers is joined with the element level matcher result to create a feature vector. Since some of the features might be redundant or not vary in their values and thus do not contribute to the final matching, we remove results with little variation, correlated results, and also support PCA for computing meaningful linear combinations of base matcher results.

The current version of COMMAND implements a large variety of element and structure level techniques. Those encompass 16 string similarity metrics, five external metrics based on WordNet and corpus linguistics, and five structural matching techniques, such as similarity flooding.

2.2 Aggregation by Anomaly Detection

The next step is the aggregation of the base matcher results into a final matching score for all correspondences. We perform this step by detecting outlying datapoints in the feature vector space, and using this score as a measure of similarity. The anomaly analysis and score normalization are performed separately for classes, data properties, and object properties.

To compute outlier scores, we apply anomaly analysis techniques on the feature vector representations. In this paper, we use three different techniques: A k-nearest-neighbor based method (KNN) that computes the anomaly score of a data point based on the average euclidean distances² to its nearest neighbors, a cluster-based method that calculates the unweighted cluster-based local anomaly factor (CBLOF) based on a given clustering scheme produced by an arbitrary clustering algorithm [5], and the Replicator Neural Networks (RNN) method, which trains a neural network capturing the patterns in the data, and identifies those data points not adhering to those patterns [4].

¹ https://github.com/dwslab/COMMAND
² Note that since we expect all base matcher scores to fall in a [0;1] interval, using geometrical distance measures in that space is feasible.
2.3 Matching Selection and Repair

The result of the previous step is a set of candidates, which does not necessarily form a semantically coherent mapping. After applying a threshold to the results of classes, data and object properties, the mapping may be refined by the Hungarian method, a greedy selection, or a fuzzy greedy selection [2]. Furthermore, logical consistency may be ensured by running the ALCOMO mapping post-processing system [6].

3 Evaluation

To evaluate the COMMAND approach, we use the benchmark, conference, and anatomy of the Ontology Alignment Evaluation Initiative (OAEI) 2014 [3].

We compare the results of COMMAND to three baselines. Single best global refers to the single base matcher that performs best on the given test case (i.e., conference, benchmark, and anatomy), using the optimal global threshold. Majority vote performs a voting across all base matchers, again using the best global threshold. Single best local selects the best base matcher for each problem.³

Furthermore, we compare COMMAND to the contestants of the OAEI 2014 initiative. To make that comparison fair, we use one global parameter set for each variant across all three OAEI datasets, instead of per dataset settings.

Tables 1, 2, and 3 depict the results of COMMAND on the OAEI datasets, once with and once without the use of ALCOMO. For anatomy, we restrict ourselves to the CBLOF variant and a subset of eight element-level matchers due to reasons of runtime. Except for the Single best local baseline (which is informative and not a baseline that can actually be implemented), COMMAND outperforms all baselines. When comparing COMMAND to the results of OAEI

³ Note that in practice, it would not be possible to implement a matcher like Single best local. We only report it for informative purposes.
Table 1. Results on the OAEI biblio benchmark dataset. The table reports macro average recall, precision, and F-measure, with micro average values in parentheses.

<table>
<thead>
<tr>
<th>Approach</th>
<th>without ALCOMO</th>
<th>with ALCOMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Single best global</td>
<td>0.754 (.733)</td>
<td>0.557 (.521)</td>
</tr>
<tr>
<td>Majority vote</td>
<td>0.510 (.472)</td>
<td>0.570 (.544)</td>
</tr>
<tr>
<td>Single best local</td>
<td>0.788 (.718)</td>
<td>0.632 (.616)</td>
</tr>
<tr>
<td>CBLOF + PCA</td>
<td>0.833 (.983)</td>
<td>0.444 (.470)</td>
</tr>
<tr>
<td>CBLOF + RC</td>
<td>0.844 (.982)</td>
<td>0.466 (.461)</td>
</tr>
<tr>
<td>k-NN + PCA</td>
<td>0.868 (.977)</td>
<td>0.547 (.550)</td>
</tr>
<tr>
<td>k-NN + RC</td>
<td>0.847 (.967)</td>
<td>0.549 (.556)</td>
</tr>
<tr>
<td>RNN + PCA</td>
<td>0.881 (.991)</td>
<td>0.466 (.443)</td>
</tr>
<tr>
<td>RNN + RC</td>
<td>0.877 (.988)</td>
<td>0.470 (.448)</td>
</tr>
</tbody>
</table>

Table 2. Results on the OAEI conference dataset. The table reports macro average recall, precision, and F-measure, with micro average values in parentheses.

<table>
<thead>
<tr>
<th>Approach</th>
<th>without ALCOMO</th>
<th>with ALCOMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Single best global</td>
<td>0.641 (.784)</td>
<td>0.591 (.611)</td>
</tr>
<tr>
<td>Majority vote</td>
<td>0.874 (.949)</td>
<td>0.537 (.552)</td>
</tr>
<tr>
<td>Single best local</td>
<td>0.651 (.795)</td>
<td>0.602 (.625)</td>
</tr>
<tr>
<td>CBLOF + PCA</td>
<td>0.693 (.678)</td>
<td>0.636 (.613)</td>
</tr>
<tr>
<td>CBLOF + RC</td>
<td>0.702 (.693)</td>
<td>0.607 (.577)</td>
</tr>
<tr>
<td>k-NN + PCA</td>
<td>0.718 (.712)</td>
<td>0.572 (.534)</td>
</tr>
<tr>
<td>k-NN + RC</td>
<td>0.710 (.702)</td>
<td>0.574 (.541)</td>
</tr>
<tr>
<td>RNN + PCA</td>
<td>0.829 (.815)</td>
<td>0.528 (.492)</td>
</tr>
<tr>
<td>RNN + RC</td>
<td>0.820 (.805)</td>
<td>0.527 (.489)</td>
</tr>
</tbody>
</table>

2014, we can find that the system, using CBLOF and PCA, and alignment repair with ALCOMO, would score on rank on a shared fifth rank (with XMap2) for the benchmark track, on rank four for the conference track (between LogMap-C and XMap), and on rank six (between LogMap-C and MaasMatch) for the anatomy track.

The runtime of COMMAND is assessed by measuring the time of a complete end-to-end pipeline execution. The general time complexity of COMMAND is quadratic to the size of the input ontologies. Additionally, the time consumption of the individual steps is measured. The results are depicted in table 4.

4 Conclusion and Outlook

In this paper, we have introduced a novel approach using anomaly detection for combining the results of different ontology matchers into a final aggregated matching score.

Overall, COMMAND performs an efficient matcher selection that only considers matchers that contribute to the final result, and uses anomaly detection as an unsupervised method for aggregating base matcher results. It is superior
Table 3. Results on the OAEI anatomy dataset.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Precision without ALCOMO</th>
<th>Recall without ALCOMO</th>
<th>F1 without ALCOMO</th>
<th>Precision with ALCOMO</th>
<th>Recall with ALCOMO</th>
<th>F1 with ALCOMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single best local/global</td>
<td>0.920</td>
<td>0.773</td>
<td>0.840</td>
<td>0.918</td>
<td>0.740</td>
<td><strong>0.820</strong></td>
</tr>
<tr>
<td>Majority vote</td>
<td>0.932</td>
<td>0.606</td>
<td>0.735</td>
<td>0.931</td>
<td>0.597</td>
<td>0.727</td>
</tr>
<tr>
<td>CBLOF + PCA</td>
<td>0.892</td>
<td>0.728</td>
<td><strong>0.801</strong></td>
<td>0.911</td>
<td>0.741</td>
<td>0.717</td>
</tr>
<tr>
<td>CBLOF + RC</td>
<td>0.839</td>
<td>0.664</td>
<td>0.742</td>
<td>0.832</td>
<td>0.725</td>
<td>0.775</td>
</tr>
</tbody>
</table>

Table 4. Average runtime in seconds of COMMAND

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ø total</th>
<th>Ø t vector creation</th>
<th>Ø t aggregation</th>
<th>Ø t extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conference</td>
<td>69.267</td>
<td>53.580</td>
<td>15.683</td>
<td>0.004</td>
</tr>
<tr>
<td>Benchmarks</td>
<td>52.880</td>
<td>44.026</td>
<td>8.850</td>
<td>0.004</td>
</tr>
<tr>
<td>Anatomy</td>
<td>18,746.510</td>
<td>11,595.601</td>
<td>5,922.478</td>
<td>1,228.431</td>
</tr>
</tbody>
</table>

to a simple majority vote baseline and performs in the range of state of the art matching tools. Furthermore, the possibility to use principal component analysis for feature space transformation also allows for implicitly computing relevant linear combinations of matcher scores.

The evaluation has been carried out on three OAEI datasets. For conference and benchmarks, the system achieved competitive performances in comparison to other OAEI participants. The results on the anatomy track showed that, since only a reduced configuration could be used with sub-optimal results, that more memory-efficient implementations are still required for fully exploiting the capabilities of COMMAND.

Furthermore future work will include the inclusion of other anomaly detection approaches, like angle-based methods, as well as other score normalization methods.
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Abstract. We propose a semi-automatic ontology matching system using a hybrid active learning and online learning approach. Following the former paradigm, those mappings whose validation is estimated to lead to greater quality gain are selected for user validation, a process that occurs in each iteration, following the online learning paradigm. Experimental results demonstrate the effectiveness of our approach.

1 Introduction

The result of performing ontology matching is a set of mappings between concepts in the source ontology and concepts in the target ontology. This set is called an alignment. The reference alignment or gold standard is (an approximation of) the set of correct and complete mappings built by domain experts. We consider a semi-automatic ontology matching approach, whereby the mappings are first determined using automatic ontology matching methods, which we call matchers, followed by user validation.

We use six of the matchers of the AgreementMaker ontology matching system [3], including the Linear Weighted Combination (LWC) matcher, which performs a weighted combination of the results of the other five matchers, using weights that are automatically determined using a quality metric [4].

We train a classifier and modify the weights of the LWC matcher using an iterative approach, following the on-line learning paradigm. At each iteration, user validation is sought for those candidate mappings that can potentially contribute the most to the quality of the final alignment, following the active learning paradigm. The process continues until there is no significant improvement in F-Measure. We describe this process in Section 2. Experimental results are obtained using the ontology sets from the Ontology Alignment Evaluation Initiative (OAEI) and comparison is made with the results of other systems in Section 3. We discuss related work in Section 4, and conclude with Section 5.

2 Proposed System

After the source and target ontologies are loaded into AgreementMaker, the following steps are executed in sequence:

**Automatic matching algorithms execution** The following matchers are executed individually and their results are stored in the corresponding similarity matrices: the Advanced Similarity Matcher (ASM) [5], the Parametric String-based
Matcher (PSM) [4], the Lexical Similarity Matcher (LSM) [5], the Vector-based Multi-word Matcher (VMM) [4], and the Base Similarity Matcher (BSM) [5].

**Linear weighted combination** The Linear Weight Combination (LWC) matcher [6] linearly combines the similarity matrices of the other five automatic matchers using weights determined by the local confidence quality metric, which estimates the quality of the scores produced by each matcher. The new score for each mapping is stored in the LWC matrix. It is up to the selection phase to output only those mappings that are in the final alignment, taking into account the desired cardinality of the mappings (e.g., one-to-one) [4].

**Candidate mapping selection** Candidate mappings to be presented to the users for validation are based on the combination of the following three criteria: (1) Disagreement-based Top-k Mapping [6], which measures the level of similarity among the five scores, one for each of the matchers considered. If the matchers mostly agree on the scores, then the disagreement is low, but it is high when the matchers disagree on the scores; (2) Cross Count Quality (CCQ), which counts, for a score, the number of non-zero scores in the row and column of that score in the LWC matrix [2]. The count is normalized by the maximum sum of the scores per column and row in the whole matrix; (3) Similarity Score Definiteness (SSD), which is a quality metric that ranks mappings in increasing order of their score [2]. It evaluates how close the score associated with a mapping is to the maximum and minimum possible scores (1 and 0).

**User validation** The result of this step is a label that has value 1 if the mapping is correct and 0 if the mapping is incorrect. For each iteration, users validate a set of candidate mappings. The validation of each mapping is called an interaction by others [7]. There can be any number of interactions per iteration, that is, users can be presented with any number of mappings to validate at a time.

**Classification** We use a logistic regression classifier, which considers the parametric distribution \(P(Y|X)\) where \(Y\) is the discrete-valued user label (1 or 0) and the feature vector \(X = (X_1, \ldots, X_n)\) is the signature vector [6] with \(n\) scores computed for a mapping by \(n\) individual matchers, and estimates the parameter that is the vector of weights \(W = (w_1, \ldots, w_n)\) of the LWC matcher. The logistic regression model is based on the following probabilities:

\[
P(Y = 1|X) = \frac{1}{1 + e^{w_0 + \sum_{i=1}^{n} w_i X_i}},\quad P(Y = 0|X) = \frac{e^{w_0 + \sum_{i=1}^{n} w_i X_i}}{1 + e^{w_0 + \sum_{i=1}^{n} w_i X_i}}.
\]

\(W\) is updated during the iterative process by taking the partial derivative of the log likelihood function with respect to each component, \(w_i\). The recursive rule for the update is as follows, where \(\alpha\) is the learning rate that determines how fast or slow the weights will converge to their optimal values [10]:

\[
W \leftarrow W + \alpha \sum_{i=1}^{m} X^i (Y^i - g(W^T X^i))
\]

### 3 Experimental Evaluation

We use the 2014 OAEI Conference Track ontology sets and their reference alignments to simulate the user validation. The baseline is the F-Measure obtained
automatically by the AgreementMaker matchers. Table 1 depicts the average F-Measure after 20 iterations using the three candidate selection criteria individually or in combination with one another. The top performer is the Disagreement-based Top-k Mapping Selection criteria.

<table>
<thead>
<tr>
<th>Candidate Mapping Selection Strategy</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Before User Feedback)</td>
<td>51.8</td>
<td>51.8</td>
<td>51.8</td>
<td>51.8</td>
<td>51.8</td>
<td>51.8</td>
<td>51.8</td>
</tr>
</tbody>
</table>

Table 1: Average F-Measure for 20 iterations (123 interactions/iteration).

Our approach has an average F-Measure gain of 8.6% and an average F-Measure of 60.4%. This is a considerable improvement as we started from an average F-Measure of 51.8%, which was obtained using the automatic matchers along with LWC. Table 2 compares our results with those obtained by other systems that participated in the 2014 OAEI Interactive Track. It performs better than HerTUDA and WeSeE (with F-Measure values of 58.2% and 47.3%, respectively). The F-Measure gain of AML [9] is 7.1% and of LogMap is 4.6%, therefore our approach has the highest F-Measure gain. The table also shows the relative number of interactions, which is the average number of interactions per pair of ontologies divided by the size of the reference alignment for that pair. Our approach shows better improvement in F-Measure with fewer number of interactions when compared to AML that has the highest F-Measure.

Figure 1 shows the effect of the total number of interactions on the F-Measure in our approach. Here, the total number of interactions represent the sum of the number of interactions in each of the 21 reference alignments in the Conference Track dataset (one for each pair of ontologies) up to 123 interactions. The Disagreement-based Top-k Mapping Selection performs better than the other candidate selection strategies. SSD and the combination of SSD+CCQ+Disagreement have the next highest average F-Measure.

4 Comparison with Related Work

We divide previous work into two categories depending on whether feedback from single or multiple users is considered.

**Single user** A previous approach that uses AgreementMaker performs updates in the LWC matrix based on user feedback [6], but does not use a classifier to adjust
the LWC weights. Another method uses logistic regression to learn an optimal combination of both lexical and structural similarity metrics [8]. Compared to our approach, it uses different similarity metrics, candidate selection strategies, and techniques to customize weights for different matching strategies. Another system aggregates similarity measures with the help of self-organizing maps and incorporates user feedback for refining self-organizing map outcomes [11]. There is an active learning approach where the user validation is propagated according to the ontology structure [13]. Another approach makes use of the parameterization of matchers [12]. It uses example mappings to automatically determine a suitable parameter setting for each matcher, based on those examples. However, in our approach, the LWC uses five of the already existing matchers with the same configuration as in AgreementMaker.

Multiple users We discuss two approaches. The first one uses a pay-as-you-go approach and propagates the (possibly faulty) user validation input to similar mappings [2]. In the second approach, a multi-user feedback method that attempts to maximize the benefits that can be drawn from user feedback, by managing it as a first class citizen [1]. None of these approaches uses a classifier.

5 Conclusions and Future Work

In this paper, we have proposed an effective semi-automatic ontology matching approach that combines active learning with online learning. Our experimental evaluation demonstrate that a considerable improvement in F-Measure can be achieved over the base case. Clearly, a combination of user feedback with learning is fertile ground for future research, where the scalability of the methods to large and very large ontologies and the use of a variety of classifiers and of candidate selection strategies would be some of the topics to investigate.
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Abstract. In this paper, we present ADOM, a dataset in Arabic language describing the conference domain. This dataset was created for two purposes (1) analysis of the behavior of matchers specially designed for Arabic language, (2) integration with the multifarm dataset of the Ontology Alignment Evaluation Initiative (OAEI). The multifarm track evaluates the ability of matching systems to deal with ontologies described in different natural languages. We have tested the ADOM dataset with the LogMap ontology matching system. The experiment shows that the ADOM dataset works correctly for the task of evaluating cross multilingual ontology alignment systems.

1 Introduction

Ontology alignment is defined as the identification process of semantic correspondences between entities of different ontologies in order to ensure the semantic interoperability [1]. However, the automatic identification of correspondences between ontologies is very difficult due to (a) their conceptual divergence [8], and (b) to the use of different naming conventions or languages. In the literature there are several systems that deal with the (semi) automatic alignment of ontologies [1, 12, 11]. These systems are (typically) primarily based on the lexical similarity of the entity labels. Matching ontologies in different languages is challenging due to misinterpretations during the translation process. Ontologies in Arabic language brings even more challenges due to special features of the language. Among the reasons that make ontology alignment in Arabic language very difficult we can quote [6]:

1. The Arabic script (no short vowels and no capitalization).
2. Explosion of ambiguity (in average 2.3 per word in other languages to 19.2 in Arabic) by Buckwalter (2004) [5].
3. Complex word structure, for example the sentence 
   \[\text{وأَنْ أَتَهمُهُ} \] can be translated in English language as and I saw them.
4. The problem of Normalization, for example 
   \[\text{أَنْ أَتَهمُهُ} \rightarrow \text{أَنْ أَتَهمُهُ} \] i.e. losing distinction
   \[\text{أَنْ} \rightarrow \text{عُلْيُ ثُمَّ} \]
5. The Arabic language is one of the pro-drop languages, i.e. languages that allow speakers to omit certain classes of pronouns
In this paper, we present ADOM, a dataset in Arabic language describing the conference domain. We have created this dataset by translating and improving all ontologies of the conference track [13] of the OAEI campaign. We summarize below the objectives of the developed dataset: (1) Analysis and evaluation of the behaviour of matchers designed for Arabic language. Here, the real questions are: (a) could the state of the art systems handle efficiently the ontologies described in Arabic language? (b) Are external knowledge resources for Arabic language available such as WordNet? (2) Integration with the multifarm track [14] of the OAEI campaign. The multifarm track evaluates the ability of matching systems to deal with ontologies described in different natural languages. The question here, concerns to the performance of the translator used to align multilingual ontologies?

The rest of the paper is organized as follows. First, in Section 2, we discuss the top systems that participated in the last editions of the multifarm track. In section 3 we describe the ADOM dataset. Section 4 contains the experiment results. Finally, some concluding remarks and future work are presented in Section 5.

2 Related Work

In this section we discuss the main ontology matching systems that have participated in the multifarm track. Most of such systems use a translation tool to deal with the cross-lingual ontology alignment. The XMap system [2] uses an automatic translation for obtaining correct matching pairs in multilingual ontology matching. The translation is done by querying Microsoft Translator for the full name. The AML system [4] uses an automatic translation module based on Microsoft Translator. The translation is done by querying Microsoft Translator for the full name (rather than word-by-word). To improve performance, AML stores locally all translation results in dictionary files, and queries the Translator only when no stored translation is found. The LogMap system [10] that participated in the OAEI 2014 campaign used a multilingual module based on Google translate [3]; however the new version of the LogMap system uses both Microsoft and Google translator APIs [9]. The YAM++ system [7] uses a multilingual translator based on Microsoft Bing to translate the annotations to English. Table 1 summarizes the results of the top systems in the multifarm track.

Table 1: Top systems in the multifarm track

<table>
<thead>
<tr>
<th>Year</th>
<th>System</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>YAM++</td>
<td>0.50</td>
<td>0.40</td>
<td>0.36</td>
</tr>
<tr>
<td>2013</td>
<td>YAM++</td>
<td>0.51</td>
<td>0.40</td>
<td>0.36</td>
</tr>
<tr>
<td>2014</td>
<td>AML</td>
<td>0.57</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>2014</td>
<td>LogMap</td>
<td>0.80</td>
<td>0.40</td>
<td>0.28</td>
</tr>
<tr>
<td>2014</td>
<td>XMap</td>
<td>0.31</td>
<td>0.35</td>
<td>0.43</td>
</tr>
</tbody>
</table>

ADOM has already been integrated within the OAEI 2015 multifarm dataset: http://oaei.ontologymatching.org/2015/multifarm/index.html
3 The ADOM Dataset

The dataset is constituted of seven ontologies in Arabic language. These ontologies describe the conference domain and are based on the ontologies of the OAEI conference track [13]. We justify the proposal of our dataset by the following points: (1) The OAEI campaign, which is the most known evaluation campaign for testing the performance of ontology matching systems, lacked a test case involving ontologies in Arabic language. (2) To the best of our knowledge, no such dataset exists yet in Arabic language. (3) Furthermore, there are several contexts such as Web information retrieval where the ontology matching systems are needed both in inter-multilingual ontologies and intra-Arabic ontologies.

We have developed our dataset relying on the conference and multifarm tracks of the OAEI. In order to develop the Arabic ontologies and reference alignments for the ADOM dataset we proceeded as follows.

3.1 Step 1: Translation of Ontology Entities

In this step, we have identified the concepts, object and data-type properties of the ontologies, for example we can list the concept "البحث (paper)", data-type property "لديه اسم (has name) and object property "لديه موقع على رابط (has website at URL), etc. We have semi-automatically translated the ontologies in English and French by considering the context of the ontologies (i.e., the conference domain). For example, if we translate simply the concept "paper" we get "بحث" in Arabic language but "بحث" is not the correct concept if we consider the context of conference and some information from conference websites in Arabic language. Then the correct concept of "paper" becomes "البحث".

3.2 Step 2: Generation of Reference Alignments

We have reused the available reference alignments among the ontologies in the multifarm track to generate the new reference alignments for ADOM. For example, in the reference alignment for ontologies in Arabic language, we can list the concept "المؤتمر (event)" of the ontology Confof is equivalent to the concept "نشاط (activity)" of the ontology Iasted. In the reference alignment for ontologies in Arabic and French languages, we can list the concept "éditeur (Editor)" of the ontology conference is equivalent to the concept "الحرير" of the ontology Cmt.

3.3 Step 3: Validation by a Linguistic Expert

Our dataset was validated by a linguistic expert with regard to the translation of concepts and properties. Furthermore we also checked the correctness of the new reference alignments.

---

2 Note that, in the literature one can find datasets in Arabic language applied to other domains different from Ontology Matching (e.g. [15, 16])
4 Experimental Study

In order to evaluate the ADOM dataset, we have used the LogMap system which is one of the top ontology alignment systems on multifarm track (see Table 1). The purpose of this evaluation is to show that the ADOM dataset is suitable to test ontology matching systems that implement multilingual support.

![LogMap results on ADOM dataset](image1)

![LogMap System on Multifarm Track](image2)

Fig. 1: LogMap 2014 and 2015 results on ADOM and in all multifarm dataset.

We have tested the ADOM dataset with two versions of LogMap system. The first version, which has participated in the OAEI 2014, uses the Google translator API. The second, which aims at participating in the OAEI 2015, uses both the Microsoft and Google translators APIs. Figure 1 summarizes the average results, in terms of precision, recall and F-measure, obtained by LogMap on the ADOM dataset (Fig. 1a) and on all multifarm tests (Fig. 1b). We can appreciate that, on average, the ADOM dataset brings an additional complexity to the multifarm track, with regard the results obtained by LogMap. Note that, we aim at obtaining a more comprehensive evaluation during the OAEI 2015 evaluation campaign to confirm this fact.

5 Conclusion

In this paper we have presented ADOM, a new dataset in Arabic language describing the conference domain. This dataset has been created for two purposes 1) studying and developing specific ontology alignment methods to align ontologies in Arabic language, 2) evaluating the ability of state of the art ontology matching systems to deal with ontologies in Arabic. The experimental study shows that ADOM dataset is suitable in practice. Furthermore, ADOM has already been integrated within the multifarm dataset and it will be evaluated in the OAEI 2015 campaign.
As future challenges, we aim at (1) developing a large corpus of ontologies and dictionaries for the Arabic language, (2) adapting state of the art NLP tools to align ontologies in Arabic language, (3) improving the state of the art translators dedicated to the Arabic language.
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Abstract. This paper addresses the use of ontologies for combining different sensor data sources to enable big data analysis in the dairy farming domain. We have made existing data sources accessible via linked data RDF mechanisms using OWL ontologies on Virtuoso and D2RQ triple stores. In addition, we have created a common ontology for the domain and mapped it to the existing ontologies of the different data sources. Furthermore, we verified this mapping using the ontology matching tools HerTUDA, AML, LogMap and YAM++. Finally, we have enabled the querying of the combined set of data sources using SPARQL on the common ontology.

1 Background and context

Dairy farmers are currently in an era of precision livestock farming in which information provisioning for decision support is becoming crucial to maintain a competitive advantage. Therefore, getting access to a variety of data sources on and off the farm that contain static and dynamic individual cow data is necessary in order to provide improved answers on daily questions around feeding, insemination, calving and milk production processes.

In our SmartDairyFarming project, we have installed sensor equipment to monitor around 300 cows each at 7 dairy farms in The Netherlands. These cows have been monitored during the year 2014 which has generated a huge amount of sensor data on grazing activity, feed intake, weight, temperature and milk production of individual cows stored in databases at each of the dairy farms. The amount of data recorded per cow is at least 1MB of sensor values per month, which adds up to 3.6GB of data per dairy farm per year. In addition, static cow data is available in a data warehouse at the national milk registration organization, including date of birth, ancestors and current farm. Finally, another existing data source contains satellite information on the amount of biomass in grasslands in the country that is important for measuring the feed intake of cows during grazing.

We focused on decision support for the dairy farmer on feed efficiency in relation to milk production. Thus, the big data analysis question is: “How much feed did an individual cow consume in a certain time period at a specific grassland parcel and how does this relate to the milk production in that period?”.

2 Ontology matching approach

We selected one of the dairy farms (DairyCampus) and created with TopBraid composer a small ontology with 12 concepts that covers among others the grasslands
of a farm and grazing periods of cows. This ontology contains the concept “perceel” which is Dutch for parcel. In addition, we selected the data source with satellite information about biomass in grasslands (AkkerWeb, www.akkerweb.nl). This data source already had an ontology defined with 15 concepts that contains the concept “plot” which is similar to parcel but with different properties. Furthermore, we created with TopBraid composer a common ontology for the domain with 28 concepts on feed efficiency (see Fig. 1).

Fig. 1. Common ontology excerpt for feed efficiency in dairy farming.

The challenge was to find a match between the concepts and properties in the common ontology and both specific DairyCampus and Akkerweb ontologies, especially regarding the concepts “parcel”, “perceel” and “plot”.

We have initially created manual mappings between classes and properties in TopBraid using rdfs:subClassOf and owl:equivalentProperty relations. Based on relatively few and simple matches we created initial alignments between properties and classes (see Fig. 2).

Use of a matching tool or system however, provides us with opportunities to verify our current findings and better support our efforts in finding alignments between the other concepts in our ontologies. We used a literature survey of matching techniques and supporting matching systems in [1] to identify both a suitable matching technique and find tools supporting that technique. We consider language-based matching as the appropriate type of matching since it focuses on syntactic element-level natural language processing of words.
There are numerous tools available that support this specific matching technology, mostly from academic efforts. Some however are no longer in active use, either being outdated or not maintained anymore [2].

We have selected several matching systems that support our requirement of language-based matching: HerTUDA [3,4], AgreementMaker Light (AML) [5], LogMap [6], and YAM++ [7]. We have started to investigate the possibilities of these tools to find alignments of concepts and properties in our ontologies. Initial efforts with the concepts shown in Fig. 2 have not led to successful matches and alignments yet, however. The HerTUDA, LogMap and YAM++ tools were difficult to install and execute. The AML worked fine, but could not entirely find the relation between “parcel”, “perceel” and “plot”. Further analysis is required to find out whether this is due to inappropriate matching techniques or to the specific ontologies that we offered to the tool.

### 3! SPARQL queries and triple stores

In order to show that the mapping of the common ontology to the specific ontologies works properly, we generated in TopBraid a few instances of an Akkerweb plot and a DairyCampus perceel. In addition, we build a simple select query using the common ontology to retrieve all parcels and for each parcel the properties name, biomass, surface and test.
The query and its results are shown in Fig. 3. As can be seen, the query retrieves both Akkerweb plots and DairyCAMPUS perceel. In addition, Akkerweb contains data about a plot with name “L188” and DairyCAMPUS contains data on a perceel with an identifier “L188”. This means that both databases contain the same parcel and the properties can be combined.

The specific ontologies for DairyCAMPUS and Akkerweb formed the basis to generate triples from the relational data sources of DairyCAMPUS and Akkerweb. The triples have been made available via Virtuoso as well as directly from the D2RQ tool (www.d2rq.org). A system that is based on the common ontology can take the big data question to create federated SPARQL queries on the DairyCAMPUS and Akkerweb triple stores using the matched ontologies. As a result, farmers can pose questions in terms of the concepts in the common ontology instead of the detailed and specific concepts of the DairyCAMPUS and Akkerweb data sources.

The farmer can use such a system for decision support purposes on various daily operations, such as which amount of feed to provide to which cow in which period, when to inseminate a specific cow and how to deal with the transition of a cow towards calving.

4 Future work

The approach that is describe in this paper is currently in an experimental phase. We have reached a set-up by filling the triple stores for 3 farms with cow-data of 1 month which adds up to a total of 7 million triples. This needs to be upgraded to all farms with all data from 2014. Thereby, we can test the scalability of our system. In addition, we need to do more detailed analysis of the matching tools that we used and the reasons for not adequately solving the simple matching problem that we proposed.
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Abstract. Ontology matching consists of finding correspondences between semantically related entities of two ontologies. OAEI campaigns aim at comparing ontology matching systems on precisely defined test cases. These test cases can use ontologies of different nature (from simple thesauri to expressive OWL ontologies) and use different modalities, e.g., blind evaluation, open evaluation and consensus. OAEI 2015 offered 8 tracks with 15 test cases followed by 22 participants. Since 2011, the campaign has been using a new evaluation modality which provides more automation to the evaluation. This paper is an overall presentation of the OAEI 2015 campaign.

* The only official results of the campaign, however, are on the OAEI web site.
1 Introduction

The Ontology Alignment Evaluation Initiative\(^1\) (OAEI) is a coordinated international initiative, which organizes the evaluation of the increasing number of ontology matching systems [14, 17]. The main goal of OAEI is to compare systems and algorithms on the same basis and to allow anyone for drawing conclusions about the best matching strategies. Our ambition is that, from such evaluations, tool developers can improve their systems.

Two first events were organized in 2004: (i) the Information Interpretation and Integration Conference (I3CON) held at the NIST Performance Metrics for Intelligent Systems (PerMIS) workshop and (ii) the Ontology Alignment Contest held at the Evaluation of Ontology-based Tools (EON) workshop of the annual International Semantic Web Conference (ISWC) [38]. Then, a unique OAEI campaign occurred in 2005 at the workshop on Integrating Ontologies held in conjunction with the International Conference on Knowledge Capture (K-Cap) [2]. Starting from 2006 through 2014 the OAEI campaigns were held at the Ontology Matching workshops collocated with ISWC [15, 13, 4, 10–12, 1, 6, 9]. In 2015, the OAEI results were presented again at the Ontology Matching workshop\(^2\) collocated with ISWC, in Bethlehem, PA US.

Since 2011, we have been using an environment for automatically processing evaluations (§2.2), which has been developed within the SEALS (Semantic Evaluation At Large Scale) project\(^3\). SEALS provided a software infrastructure, for automatically executing evaluations, and evaluation campaigns for typical semantic web tools, including ontology matching. For OAEI 2015, almost all of the OAEI data sets were evaluated under the SEALS modality, providing a more uniform evaluation setting. This year we did not continue the library track, however we significantly extended the evaluation concerning the conference, interactive and instance matching tracks. Furthermore, the multifarm track was extended with Arabic and Italian as languages.

This paper synthesize the 2015 evaluation campaign and introduces the results provided in the papers of the participants. The remainder of the paper is organised as follows. In Section 2, we present the overall evaluation methodology that has been used. Sections 3-9 discuss the settings and the results of each of the test cases. Section 11 overviews lessons learned from the campaign. Finally, Section 12 concludes the paper.

2 General methodology

We first present the test cases proposed this year to the OAEI participants (§2.1). Then, we discuss the resources used by participants to test their systems and the execution environment used for running the tools (§2.2). Next, we describe the steps of the OAEI campaign (§2.3–2.5) and report on the general execution of the campaign (§2.6).

\( ^1 \)http://oaei.ontologymatching.org  
\( ^2 \)http://om2015.ontologymatching.org  
\( ^3 \)http://www.seals-project.eu
2.1 Tracks and test cases

This year’s campaign consisted of 8 tracks gathering 15 test cases and different evaluation modalities:

The benchmark track (§3): Like in previous campaigns, a systematic benchmark series has been proposed. The goal of this benchmark series is to identify the areas in which each matching algorithm is strong or weak by systematically altering an ontology. This year, we generated a new benchmark based on the original bibliographic ontology and another benchmark using an energy ontology.

The expressive ontology track offers real world ontologies using OWL modelling capabilities:

- Anatomy (§4): The anatomy test case is about matching the Adult Mouse Anatomy (2744 classes) and a small fragment of the NCI Thesaurus (3304 classes) describing the human anatomy.
- Conference (§5): The goal of the conference test case is to find all correct correspondences within a collection of ontologies describing the domain of organizing conferences. Results were evaluated automatically against reference alignments and by using logical reasoning techniques.
- Large biomedical ontologies (§6): The largebio test case aims at finding alignments between large and semantically rich biomedical ontologies such as FMA, SNOMED-CT, and NCI. The UMLS Metathesaurus has been used as the basis for reference alignments.

Multilingual

Multifarm (§7): This test case is based on a subset of the Conference data set, translated into eight different languages (Chinese, Czech, Dutch, French, German, Portuguese, Russian, and Spanish) and the corresponding alignments between these ontologies. Results are evaluated against these alignments. This year, translations involving Arabic and Italian languages have been added.

Interactive matching

Interactive (§8): This test case offers the possibility to compare different matching tools which can benefit from user interaction. Its goal is to show if user interaction can improve matching results, which methods are most promising and how many interactions are necessary. Participating systems are evaluated on the conference data set using an oracle based on the reference alignment.

Ontology Alignment For Query Answering OA4QA (§9): This test case offers the possibility to evaluate alignments in their ability to enable query answering in an ontology based data access scenario, where multiple aligned ontologies exist. In addition, the track is intended as a possibility to study the practical effects of logical violations affecting the alignments, and to compare the different repair strategies adopted by the ontology matching systems. In order to facilitate the understanding of the dataset and the queries, the conference data set is used, extended with synthetic ABoxes.

Instance matching (§10). The track is organized in five independent tasks and each task is articulated in two tests, namely sandbox and mainbox, with different scales, i.e., number of instances to match. The sandbox (small scale) is an open test, meaning that the set of expected mappings (i.e., reference alignment) is given in advance.
to the participants. The mainbox (medium scale) is a blind test, meaning that the reference alignment is not given in advance to the participants. Each test contains two datasets called source and target and the goal is to discover the matching pairs, i.e., mappings or correspondences, among the instances in the source dataset and those in the target dataset.

**Author-dis:** The goal of the author-dis task is to link OWL instances referring to the same person (i.e., author) based on their publications.

**Author-rec:** The goal of the author-rec task is to associate a person, i.e., author, with the corresponding publication report containing aggregated information about the publication activity of the person, such as number of publications, h-index, years of activity, number of citations.

**Val-sem:** The goal of the val-sem task is to determine when two OWL instances describe the same Creative Work. The datasets of the val-sem task have been produced by altering a set of original data through value-based and semantics-aware transformations.

**Val-struct:** The goal of the val-struct task is to determine when two OWL instances describe the same Creative Work. The datasets of the val-struct task have been produced by altering a set of original data through value-based and structure-based transformations.

**Val-struct-sem:** The goal of the val-struct-sem task is to determine when two OWL instances describe the same Creative Work. The datasets of the val-struct-sem task have been produced by altering a set of original data through value-based, structure-based and semantics-aware transformations.

Table 1 summarizes the variation in the proposed test cases.
### 2.2 The SEALS platform

Since 2011, tool developers had to implement a simple interface and to wrap their tools in a predefined way including all required libraries and resources. A tutorial for tool wrapping was provided to the participants. It describes how to wrap a tool and how to use a simple client to run a full evaluation locally. After local tests are passed successfully, the wrapped tool has to be uploaded on the SEALS portal. Consequently, the evaluation can be executed by the organizers with the help of the SEALS infrastructure. This approach allowed to measure runtime and ensured the reproducibility of the results. As a side effect, this approach also ensures that a tool is executed with the same settings for all of the test cases that were executed in the SEALS mode.

### 2.3 Preparatory phase

Ontologies to be matched and (where applicable) reference alignments have been provided in advance during the period between June 15th and July 3rd, 2015. This gave potential participants the occasion to send observations, bug corrections, remarks and other test cases to the organizers. The goal of this preparatory period is to ensure that the delivered tests make sense to the participants. The final test base was released on July 3rd, 2015. The (open) data sets did not evolve after that.

### 2.4 Execution phase

During the execution phase, participants used their systems to automatically match the test case ontologies. In most cases, ontologies are described in OWL-DL and serialized in the RDF/XML format [8]. Participants can self-evaluate their results either by comparing their output with reference alignments or by using the SEALS client to compute precision and recall. They can tune their systems with respect to the non blind evaluation as long as the rules published on the OAEI web site are satisfied. This phase has been conducted between July 3rd and September 1st, 2015.

### 2.5 Evaluation phase

Participants have been encouraged to upload their wrapped tools on the SEALS portal by September 1st, 2015. For the SEALS modality, a full-fledged test including all submitted tools has been conducted by the organizers and minor problems were reported to some tool developers, who had the occasion to fix their tools and resubmit them. First results were available by October 1st, 2015. The organizers provided these results individually to the participants. The results were published on the respective web pages by the organizers by October 15th. The standard evaluation measures are usually precision and recall computed against the reference alignments. More details on evaluation measures are given in each test case section.

---

4 http://www.seals-project.eu/join-the-community/
2.6 Comments on the execution

The number of participating systems has changed over the years with an increase tendency with some exceptional cases: 4 participants in 2004, 7 in 2005, 10 in 2006, 17 in 2007, 13 in 2008, 16 in 2009, 15 in 2010, 18 in 2011, 21 in 2012, 23 in 2013, 14 in 2014. This year, we count on 22 systems. Furthermore participating systems are constantly changing, for example, this year 10 systems had not participated in any of the previous campaigns. The list of participants is summarized in Table 2. Note that some systems were also evaluated with different versions and configurations as requested by developers (see test case sections for details).

<table>
<thead>
<tr>
<th>System</th>
<th>AML</th>
<th>CLONA</th>
<th>COMMAND</th>
<th>CoreMatchw</th>
<th>DVP-ACM-D</th>
<th>DVP-ACM-D Lite</th>
<th>EXONA</th>
<th>GMap</th>
<th>IvesOM</th>
<th>LogMap</th>
<th>LogMap-C</th>
<th>LogMap-Bo</th>
<th>LYAM++</th>
<th>Mamba</th>
<th>PIMOM</th>
<th>RSDLWB</th>
<th>ServOMBI</th>
<th>STRIM</th>
<th>XMap</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Confidence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>benchmarks</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>anatomy</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>conference</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>multifarm</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>interactive</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>largebio</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>OA4QA</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>instance</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>total</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>88</td>
</tr>
</tbody>
</table>

Table 2. Participants and the state of their submissions. Confidence stands for the type of results returned by a system: it is ticked when the confidence is a non boolean value.

Finally, some systems were not able to pass some test cases as indicated in Table 2. The result summary per test case is presented in the following sections.

3 Benchmark

The goal of the benchmark data set is to provide a stable and detailed picture of each algorithm. For that purpose, algorithms are run on systematically generated test cases.

3.1 Test data

The systematic benchmark test set is built around a seed ontology and many variations of it. Variations are artificially generated by discarding and modifying features from a seed ontology. Considered features are names of entities, comments, the specialization
hierarchy, instances, properties and classes. This test focuses on the characterization of the behavior of the tools rather than having them compete on real-life problems. Full description of the systematic benchmark test set can be found on the OAEI web site.

Since OAEI 2011.5, the test sets are generated automatically by the test generator described in [16] from different seed ontologies. This year, we used two ontologies:

biblio The bibliography ontology used in the previous years which concerns bibliographic references and is inspired freely from BibTeX;
energyresource is an ontology representing energy information for smart home systems developed at the Technische Universität Wien.

The characteristics of these ontologies are described in Table 3.

<table>
<thead>
<tr>
<th>Test set</th>
<th>biblio</th>
<th>energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>classes+prop</td>
<td>33+64</td>
<td>523+110</td>
</tr>
<tr>
<td>instances</td>
<td>112</td>
<td>16</td>
</tr>
<tr>
<td>entities</td>
<td>209</td>
<td>723</td>
</tr>
<tr>
<td>triples</td>
<td>1332</td>
<td>9331</td>
</tr>
</tbody>
</table>

Table 3. Characteristics of the two seed ontologies used in benchmarks.

The initially generated tests from the IFC4 ontology which was provided to participants was found to be "somewhat erroneous" as the reference alignments contained only entities in the prime ontology namespace. We thus generated the energy data set. This test has also created problems to some systems, but we decided to keep it as an example, especially that some other systems have worked on it regularly with decent results. Hence, it may be useful for developers to understand why this is the case.

The energy data set was not available to participants when they submitted their systems. The tests were also blind for the organizers since we did not look into them before running the systems.

The reference alignments are still restricted to named classes and properties and use the "=" relation with confidence of 1.

3.2 Results

Contrary to previous years, we have not been able to evaluate the systems in a uniform setting. This is mostly due to relaxing the policy for systems which were not properly packaged under the SEALS interface so that they could be seamlessly evaluated. Systems required extra software installation and extra software licenses which rendered evaluation uneasy.

Another reason of this situation is the limited availability of evaluators for installing software for the purpose of evaluation.

5https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/EnergyResourceOntology.owl
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It was actually the goal of the SEALS project to automate this evaluation so that
the tool installation burden was put on tool developers and the evaluation burden on
evaluators. This also reflects the idea that a good tool is a tool easy to install, so in
which the user does not have many reasons to not using it.

As a consequence, systems have been evaluated in three different machine configu-
rations:

- edna, AML2014, AML, CroMatcher, GMap, Lily, LogMap-C, LogMapLt, LogMap and
  XMap were run on a Debian Linux virtual machine configured with four proces-
sors and 8GB of RAM running under a Dell PowerEdge T610 with 2*Intel Xeon
  Quad Core 2.26GHz E5607 processors and 32GB of RAM, under Linux ProxMox
  2 (Debian). All matchers where run under the SEALS client using Java 1.8 and a
  maximum heap size of 8GB.
- DKP-AOM, JarvisOM, RSDLWB and ServOMBI were run on a Debian Linux virtual
  machine configured with four processors and 20GB of RAM running under a Dell
  PowerEdge T610 with 2*Intel Xeon Quad Core 2.26GHz E5607 processors and
  32GB of RAM, under Linux ProxMox 2 (Debian).
- Mamba was run under Ubuntu 14.04 on a Intel Core i7-3537U 2.00GHz × 4 CPU
  with 8GB of RAM.

Under such conditions, we cannot compare systems on the basis of their speed.
Reported figures are the average of 5 runs.

**Participation** From the 21 systems participating to OAEI this year, 14 systems were
evaluated in this track. Several of these systems encountered problems: We encoun-
tered problems with one very slow matcher (LogMapBio) that has been eliminated from
the pool of matchers. AML and ServOMBI had to be killed while they were unable to
match the second run of the energy data set. No timeout was explicitly set. We did not
investigate these problems.

**Compliance** Table 4 synthesizes the results obtained by matchers.

Globally results are far better on the biblio test than the energy one. This may be due
either to system overfit to biblio or to the energy dataset being erroneous. However, 5
systems obtained best overall F-measure on the energy data set (this is comparable to the
results obtained in 2014). It seems that run 1, 4 and 5 of energy generated ontologies
found erroneous by some parsers (the matchers did not return any results), but some
matchers were able to return relevant results. Curiously XMap did only work properly
on tests 2 and 3.

Concerning F-measure results, all tested systems are above edna with LogMap-C
been lower (we excluded LogMapIM which is definitely dedicated to instance matching
only as well as JarvisOM and RSDLWD which outputed no useful results). Lily and Cro-
Matcher achieve impressive 90% and 88% F-measure. Not only these systems achieve
a high precision but a high recall of 83% as well. CroMatcher maintains its good results
on energy (while Lily cannot cope with the test), however LogMapLt obtain the best
F-measure (of 77%) on energy.
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Table 4. Aggregated benchmark results: Harmonic means of precision, F-measure and recall, along with their confidence-weighted values (*: uncompleted results).

<table>
<thead>
<tr>
<th>Matcher</th>
<th>biblio</th>
<th></th>
<th></th>
<th>energy</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>edna</td>
<td>.35(.58)</td>
<td>.41(.54)</td>
<td>.51(.50)</td>
<td>.50(.74)</td>
<td>.42(.49)</td>
<td>.15(.15)</td>
</tr>
<tr>
<td>AML2014</td>
<td>.92(.94)</td>
<td>.55(.55)</td>
<td>.39(.39)</td>
<td>.98(.95)</td>
<td>.71(.69)</td>
<td>.23(.22)</td>
</tr>
<tr>
<td>AML</td>
<td>.99(.99)</td>
<td>.57(.56)</td>
<td>.40(.40)</td>
<td>1.0(.96)</td>
<td>.17(.16)</td>
<td>.04(.04)</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>.94(.68)</td>
<td>.88(.62)</td>
<td>.82(.57)</td>
<td>.96(.76)</td>
<td>.68(.50)</td>
<td>.21(.16)</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>NaN</td>
<td>NaN</td>
<td>0.</td>
<td>.67</td>
<td>.59</td>
<td>.21</td>
</tr>
<tr>
<td>GMap</td>
<td>.93(.74)</td>
<td>.68(.53)</td>
<td>.53(.41)</td>
<td>32(.42)</td>
<td>.11(.03)</td>
<td>.02(.02)</td>
</tr>
<tr>
<td>Lily</td>
<td>.97(.45)</td>
<td>.90(.40)</td>
<td>.83(.36)</td>
<td>NaN</td>
<td>NaN</td>
<td>0.</td>
</tr>
<tr>
<td>LogMap-C</td>
<td>.42(.41)</td>
<td>.41(.39)</td>
<td>.39(.37)</td>
<td>NaN</td>
<td>NaN</td>
<td>0.</td>
</tr>
<tr>
<td>LogMapLi</td>
<td>.43</td>
<td>.46</td>
<td>.50</td>
<td>.74</td>
<td>.77</td>
<td>.81</td>
</tr>
<tr>
<td>LogMap</td>
<td>.93(.91)</td>
<td>.55(.52)</td>
<td>.40(.37)</td>
<td>NaN</td>
<td>NaN</td>
<td>0.</td>
</tr>
<tr>
<td>Mamba</td>
<td>.78</td>
<td>.56</td>
<td>.44</td>
<td>.83</td>
<td>.25</td>
<td>.06</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>NaN</td>
<td>NaN</td>
<td>0.</td>
<td>.94</td>
<td>.06</td>
<td>.01</td>
</tr>
<tr>
<td>XMap</td>
<td>1.0</td>
<td>.57</td>
<td>.40</td>
<td>1.0</td>
<td>.51</td>
<td>.22</td>
</tr>
</tbody>
</table>

Last year we noted that the F-measure was lower than the previous year (with a 89% from YAM++ and already a 88% from CroMatcher in 2013). This year this level is reached again.

Like last year, we can consider that we have high-precision matchers, AML and XMap, achieving near perfect to perfect precision on both tests.

**Polarity** We draw the triangle graphs for the biblio tests (Figure 1). It confirms that systems are more precision-oriented than ever: no balanced system is visible in the middle of the graph (only Mamba has a more balanced behavior).

3.3 Conclusions

This year, matcher performances have again reached their best level on biblio. However, relaxation of constraints made many systems fail during the tests. Running on newly generated tests has proved more difficult (but different systems fail on different tests). Systems are still very oriented towards precision at the expense of recall.

4 Anatomy

The anatomy test case confronts matchers with a specific type of ontologies from the biomedical domain. We focus on two fragments of biomedical ontologies which describe the human anatomy\(^6\) and the anatomy of the mouse\(^7\). This data set has been used since 2007 with some improvements over the years.


\(^7\) [http://www.informatics.jax.org/searches/AMA_form.shtml](http://www.informatics.jax.org/searches/AMA_form.shtml)
Fig. 1. Triangle view on the benchmark biblio data sets (run 5, non present systems have too low F-measure).
4.1 Experimental setting

We conducted experiments by executing each system in its standard setting and we compare precision, recall, F-measure and recall+. The measure recall+ indicates the amount of detected non-trivial correspondences. The matched entities in a non-trivial correspondence do not have the same normalized label. The approach that generates only trivial correspondences is depicted as baseline StringEquiv in the following section.

We run the systems on a server with 3.46 GHz (6 cores) and 8GB RAM allocated to each matching system. Further, we used the SEALS client to execute our evaluation. However, we slightly changed the way precision and recall are computed, i.e., the results generated by the SEALS client vary in some cases by 0.5% compared to the results presented below. In particular, we removed trivial correspondences in the oboInOwl namespace like:

\[ http://...oboInOwl#Synonym = http://...oboInOwl#Synonym \]

as well as correspondences expressing relations different from equivalence. Using the Pellet reasoner we also checked whether the generated alignment is coherent, i.e., there are no unsatisfiable concepts when the ontologies are merged with the alignment.

4.2 Results

In Table 5, we analyze all participating systems that could generate an alignment. The listing comprises 15 entries. LogMap participated with different versions, namely LogMap, LogMap-Bio, LogMap-C and a lightweight version LogMapLt that uses only some core components. Similarly, DKP-AOM is also participating with two versions, DKP-AOM and DKP-AOM-lite, DKP-AOM performs coherence analysis. There are systems which participate in the anatomy track for the first time. These are COMMAND, DKP-AOM, DKP-AOM-lite, GMap and JarvisOM. On the other hand, AML, LogMap (all versions), RDSLWB and XMap participated in the anatomy track last year while Lily and CroMatcher participated in 2011 and 2013 respectively. However, CroMatcher did not produce an alignment within the given timeframe in 2013. For more details, we refer the reader to the papers presenting the systems. Thus, this year we have 11 different systems (not counting different versions) which generated an alignment.

Three systems (COMMAND, GMap and Mamba) run out of memory and could not finish execution with the allocated amount of memory. Therefore, they were run on a different configuration with allocated 14 GB of RAM (Mamba additionally had database connection problems). Therefore, the execution times for COMMAND and GMap (marked with * and ** in the table) are not fully comparable to the other systems. As last year, we have 6 systems which finished their execution in less than 100 seconds. The top systems in terms of runtimes are LogMap, RDSLWB and AML. Depending on the specific version of the systems, they require between 20 and 40 seconds to match the ontologies. The table shows that there is no correlation between quality of the generated alignment in terms of precision and recall and required runtime. This result has also been observed in previous OAEI campaigns.

Table 5 also shows the results for precision, recall and F-measure. In terms of F-measure, the top ranked systems are AML, XMap, LogMap-Bio and LogMap. The results
Table 5. Comparison, ordered by F-measure, against the reference alignment, runtime is measured in seconds, the "size" column refers to the number of correspondences in the generated alignment.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Runtime</th>
<th>Size</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
<th>Recall+</th>
<th>Coherent</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>40</td>
<td>1477</td>
<td>0.96</td>
<td>0.94</td>
<td>0.93</td>
<td>0.82</td>
<td>✓</td>
</tr>
<tr>
<td>XMap</td>
<td>50</td>
<td>1414</td>
<td>0.93</td>
<td>0.90</td>
<td>0.87</td>
<td>0.65</td>
<td>✓</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>895</td>
<td>1549</td>
<td>0.88</td>
<td>0.89</td>
<td>0.90</td>
<td>0.74</td>
<td>✓</td>
</tr>
<tr>
<td>LogMap</td>
<td>24</td>
<td>1397</td>
<td>0.92</td>
<td>0.88</td>
<td>0.85</td>
<td>0.59</td>
<td>✓</td>
</tr>
<tr>
<td>GMap</td>
<td>2362**</td>
<td>1344</td>
<td>0.92</td>
<td>0.86</td>
<td>0.81</td>
<td>0.53</td>
<td>-</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>569</td>
<td>1350</td>
<td>0.91</td>
<td>0.86</td>
<td>0.81</td>
<td>0.51</td>
<td>-</td>
</tr>
<tr>
<td>Lily</td>
<td>266</td>
<td>1382</td>
<td>0.87</td>
<td>0.83</td>
<td>0.79</td>
<td>0.51</td>
<td>-</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>20</td>
<td>1147</td>
<td>0.96</td>
<td>0.83</td>
<td>0.73</td>
<td>0.29</td>
<td>-</td>
</tr>
<tr>
<td>LogMap-C</td>
<td>49</td>
<td>1084</td>
<td>0.97</td>
<td>0.81</td>
<td>0.69</td>
<td>0.45</td>
<td>✓</td>
</tr>
<tr>
<td>StringEquiv</td>
<td>-</td>
<td>946</td>
<td>1.00</td>
<td>0.77</td>
<td>0.62</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>DKP-AOM-lite</td>
<td>476</td>
<td>949</td>
<td>0.99</td>
<td>0.76</td>
<td>0.62</td>
<td>0.04</td>
<td>-</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>792</td>
<td>971</td>
<td>0.96</td>
<td>0.75</td>
<td>0.62</td>
<td>0.10</td>
<td>-</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>22</td>
<td>935</td>
<td>0.96</td>
<td>0.73</td>
<td>0.59</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>370</td>
<td>201</td>
<td>1.00</td>
<td>0.23</td>
<td>0.13</td>
<td>0.00</td>
<td>✓</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>217</td>
<td>458</td>
<td>0.37</td>
<td>0.17</td>
<td>0.11</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>COMMAND</td>
<td>63127*</td>
<td>150</td>
<td>0.29</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>✓</td>
</tr>
</tbody>
</table>

of these four systems are at least as good as the results of the best systems in OAEI 2007-2010. AML, LogMap and LogMap-Bio produce very similar alignments compared to the last years. For example, AML's and LogMap's alignment contained only one correspondence less than the last year. Out of the systems which participated in the previous years, only Lily showed improvement. Lily's precision was improved from 0.81 to 0.87, recall from 0.73 to 0.79 and the F-measure from 0.77 to 0.83. This is also the first time that CroMatcher successfully produced an alignment given the set timeframe and its result is 6th best with respect to the F-measure.

This year we had 9 out of 15 systems which achieved an F-measure higher than the baseline which is based on (normalized) string equivalence (StringEquiv in the table). This is a slightly worse result (percentage-wise) than in the previous years when 7 out of 10 (2014) and 13 out of 17 systems (2012) produced alignments with F-measure higher than the baseline. The list of systems which achieved an F-measure lower than the baseline is comprised mostly of newly competing systems. The only exception is RSDLWB which competed last year when it also achieved a lower-than-baseline result.

Moreover, nearly all systems find many non-trivial correspondences. Exceptions are RSDLWB and DKP-AOM which generate only trivial correspondences.

This year seven systems produced coherent alignments which is comparable to the last year when 5 out of 10 systems achieved this.
4.3 Conclusions

This year we have again experienced an increase in the number of competing systems. The list of competing systems is comprised of both systems which participated in the previous years and new systems.

The evaluation of the systems has shown that most of the systems which participated in the previous years did not improve their results and in most cases they achieved slightly worse results. The only exception is Lily which showed some improvement compared to the previous time it competed. Out of the newly participating systems, GMap displayed the best performance and achieved the 5th best result with respect to the F-measure this year.

5 Conference

The conference test case requires matching several moderately expressive ontologies from the conference organization domain.

5.1 Test data

The data set consists of 16 ontologies in the domain of organizing conferences. These ontologies have been developed within the OntoFarm project8.

The main features of this test case are:

– **Generally understandable domain.** Most ontology engineers are familiar with organizing conferences. Therefore, they can create their own ontologies as well as evaluate the alignments among their concepts with enough erudition.

– **Independence of ontologies.** Ontologies were developed independently and based on different resources, they thus capture the issues in organizing conferences from different points of view and with different terminologies.

– **Relative richness in axioms.** Most ontologies were equipped with OWL DL axioms of various kinds; this opens a way to use semantic matchers.

Ontologies differ in their numbers of classes and properties, in expressivity, but also in underlying resources.

5.2 Results

We provide results in terms of F-measure, comparison with baseline matchers and results from previous OAEI editions and precision/recall triangular graph based on sharp reference alignment. This year we newly provide results based on the uncertain version of reference alignment and on violations of consistency and conservativity principles.

---

Evaluation based on sharp reference alignments  We evaluated the results of participants against blind reference alignments (labelled as rar2). This includes all pairwise combinations between 7 different ontologies, i.e. 21 alignments.

These reference alignments have been made in two steps. First, we have generated them as a transitive closure computed on the original reference alignments. In order to obtain a coherent result, conflicting correspondences, i.e., those causing unsatisfiability, have been manually inspected and removed by evaluators. The resulting reference alignments are labelled as ra2. Second, we detected violations of conservativity using the approach from [34] and resolved them by an evaluator. The resulting reference alignments are labelled as rar2. As a result, the degree of correctness and completeness of the new reference alignment is probably slightly better than for the old one. However, the differences are relatively limited. Whereas the new reference alignments are not open, the old reference alignments (labeled as ra1 on the conference web page) are available. These represent close approximations of the new ones.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Prec.</th>
<th>F₀.₅-m.</th>
<th>F₁-m.</th>
<th>F₂-m.</th>
<th>Rec.</th>
<th>Inc. Align.</th>
<th>Cons. V.</th>
<th>Consist. V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.78</td>
<td>0.74</td>
<td>0.69</td>
<td>0.65</td>
<td>0.62</td>
<td>0</td>
<td>39</td>
<td>0</td>
</tr>
<tr>
<td>Mamba</td>
<td>0.78</td>
<td>0.74</td>
<td>0.68</td>
<td>0.64</td>
<td>0.61</td>
<td>2</td>
<td>85</td>
<td>16</td>
</tr>
<tr>
<td>LogMap-C</td>
<td>0.78</td>
<td>0.72</td>
<td>0.65</td>
<td>0.58</td>
<td>0.55</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.75</td>
<td>0.71</td>
<td>0.65</td>
<td>0.5</td>
<td>0.57</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>XMAP</td>
<td>0.8</td>
<td>0.73</td>
<td>0.64</td>
<td>0.58</td>
<td>0.54</td>
<td>0</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>GMap</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0</td>
<td>196</td>
<td>69</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>0.78</td>
<td>0.69</td>
<td>0.59</td>
<td>0.51</td>
<td>0.47</td>
<td>0</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>0.68</td>
<td>0.62</td>
<td>0.56</td>
<td>0.5</td>
<td>0.47</td>
<td>3</td>
<td>97</td>
<td>18</td>
</tr>
<tr>
<td>edna</td>
<td>0.74</td>
<td>0.66</td>
<td>0.56</td>
<td>0.49</td>
<td>0.45</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.56</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>11</td>
<td>1325</td>
<td>235</td>
</tr>
<tr>
<td>COMMAND</td>
<td>0.72</td>
<td>0.64</td>
<td>0.55</td>
<td>0.48</td>
<td>0.44</td>
<td>14</td>
<td>505</td>
<td>235</td>
</tr>
<tr>
<td>StringEquiv</td>
<td>0.76</td>
<td>0.53</td>
<td>0.53</td>
<td>0.45</td>
<td>0.41</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CroMatcher</td>
<td>0.57</td>
<td>0.55</td>
<td>0.52</td>
<td>0.49</td>
<td>0.47</td>
<td>6</td>
<td>69</td>
<td>78</td>
</tr>
<tr>
<td>Lily</td>
<td>0.54</td>
<td>0.53</td>
<td>0.52</td>
<td>0.51</td>
<td>0.5</td>
<td>9</td>
<td>140</td>
<td>124</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.8</td>
<td>0.64</td>
<td>0.5</td>
<td>0.4</td>
<td>0.36</td>
<td>2</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>0.23</td>
<td>0.26</td>
<td>0.31</td>
<td>0.38</td>
<td>0.46</td>
<td>11</td>
<td>48</td>
<td>269</td>
</tr>
</tbody>
</table>

Table 6. The highest average $F_{0.5}$-measure and their corresponding precision and recall for each matcher with its $F_1$-optimal threshold (ordered by $F_1$-measure). Inc.Align. means number of incoherent alignments. Cons.V. means total number of all conservativity principle violations. Consist.V. means total number of all consistency principle violations.

Table 6 shows the results of all participants with regard to the reference alignment rar2. $F_{0.5}$-measure, $F_1$-measure and $F_2$-measure are computed for the threshold that provides the highest average $F_1$-measure. $F_1$ is the harmonic mean of precision and recall where both are equally weighted; $F_2$ weights recall higher than precision and

9 More details about evaluation applying other sharp reference alignments are available at the conference web page.
F_{0.5} weights precision higher than recall. The matchers shown in the table are ordered according to their highest average F\(_1\)-measure. We employed two baseline matchers. edna (string edit distance matcher) is used within the benchmark test case and with regard to performance it is very similar as the previously used baseline in the conference track; StringEquiv is used within the anatomy test case. These baselines divide matchers into three performance groups. Group 1 consists of matchers (AML, Mamba, LogMap-C, LogMap, XMAP, GMap, DKP-AOM and LogMapLt) having better (or the same) results than both baselines in terms of highest average F\(_1\)-measure. Group 2 consists of matchers (ServOMBI and COMMAND) performing better than baseline StringEquiv. Other matchers (CroMatcher, Lily, JarvisOM and RSDLWB) performed slightly worse than both baselines. The performance of all matchers regarding their precision, recall and F\(_1\)-measure is visualized in Figure 2. Matchers are represented as squares or triangles. Baselines are represented as circles.

Further, we evaluated performance of matchers separately on classes and properties. We compared position of tools within overall performance groups and within only class performance groups. We observed that on the one side ServOMBI and LogMapLt improved their position in overall performance groups wrt. their position in only classes performance groups due to their better property matching performance than baseline edna. On the other side RSDLWB worsen its position in overall performance groups wrt. its position in only classes performance groups due to its worse property matching performance than baseline StringEquiv. DKP-AOM and Lily do not match properties at all but they remained in their respective overall performance groups wrt. their positions in only classes performance groups. More details about these evaluation modalities are on the conference web page.

Comparison with previous years wrt. ra2 Six matchers also participated in this test case in OAEI 2014. The largest improvement was achieved by XMAP (recall from .44 to .51, while precision decreased from .82 to .81), and AML (precision from .80 to .81 and recall from .58 to .61). Since we applied rar2 reference alignment for the first time, we used ra2, consistent but not conservativity violations free, reference alignment for year-by-year comparison.

Evaluation based on uncertain version of reference alignments The confidence values of all correspondences in the sharp reference alignments for the conference track are all 1.0. For the uncertain version of this track, the confidence value of a correspondence has been set equal to the percentage of a group of people who agreed with the correspondence in question (this uncertain version is based on reference alignment labelled as ra1). One key thing to note is that the group was only asked to validate correspondences that were already present in the existing reference alignments – so some correspondences had their confidence value reduced from 1.0 to a number near 0, but no new correspondence was added.

There are two ways that we can evaluate matchers according to these “uncertain” reference alignments, which we refer to as discrete and continuous. The discrete evaluation considers any correspondence in the reference alignment with a confidence value of 0.5 or greater to be fully correct and those with a confidence less than 0.5 to be fully
Fig. 2. Precision/recall triangular graph for the conference test case wrt. the rar2 reference alignment. Dotted lines depict level of precision/recall while values of $F_1$-measure are depicted by areas bordered by corresponding lines $F_1$-measure=$0.5/0.6/0.7$. 

AML
Mamba
LogMap-C
LogMap
XMAP
GMap
DKP-AOM
LogMapLt
ServOMBI
COMMAND
CroMatcher
Lily
JarvisOM
edna
StringEquiv
incorrect. Similarly, an matcher’s correspondence is considered a “yes” if the confidence value is greater than or equal to the matcher’s threshold and a “no” otherwise. In essence, this is the same as the “sharp” evaluation approach, except that some correspondences have been removed because less than half of the crowdsourcing group agreed with them. The continuous evaluation strategy penalizes an alignment system more if it misses a correspondence on which most people agree than if it misses a more controversial correspondence. For instance, if $A \equiv B$ with a confidence of 0.85 in the reference alignment and a matcher gives that correspondence a confidence of 0.40, then that is counted as $0.85 \times 0.40 = 0.34$ of a true positive and $0.85 - 0.40 = 0.45$ of a false negative.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.84</td>
<td>0.74</td>
<td>0.66</td>
<td>0.82</td>
<td>0.72</td>
<td>0.65</td>
<td>0.8</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>COMMAND</td>
<td>0.78</td>
<td>0.59</td>
<td>0.47</td>
<td>0.76</td>
<td>0.61</td>
<td>0.51</td>
<td>0.6</td>
<td>0.53</td>
<td>0.47</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>0.59</td>
<td>0.54</td>
<td>0.5</td>
<td>0.57</td>
<td>0.55</td>
<td>0.53</td>
<td>0.58</td>
<td>0.51</td>
<td>0.46</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>0.84</td>
<td>0.63</td>
<td>0.5</td>
<td>0.83</td>
<td>0.62</td>
<td>0.5</td>
<td>0.8</td>
<td>0.69</td>
<td>0.61</td>
</tr>
<tr>
<td>GMap</td>
<td>0.66</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.64</td>
<td>0.64</td>
<td>0.63</td>
<td>0.61</td>
<td>0.58</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.84</td>
<td>0.51</td>
<td>0.37</td>
<td>0.83</td>
<td>0.51</td>
<td>0.37</td>
<td>0.83</td>
<td>0.6</td>
<td>0.46</td>
</tr>
<tr>
<td>Lily</td>
<td>0.59</td>
<td>0.56</td>
<td>0.53</td>
<td>0.58</td>
<td>0.56</td>
<td>0.54</td>
<td>0.58</td>
<td>0.32</td>
<td>0.22</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.8</td>
<td>0.68</td>
<td>0.59</td>
<td>0.78</td>
<td>0.68</td>
<td>0.5</td>
<td>0.76</td>
<td>0.63</td>
<td>0.54</td>
</tr>
<tr>
<td>LogMap-C</td>
<td>0.82</td>
<td>0.67</td>
<td>0.57</td>
<td>0.8</td>
<td>0.67</td>
<td>0.58</td>
<td>0.79</td>
<td>0.63</td>
<td>0.53</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>0.73</td>
<td>0.59</td>
<td>0.5</td>
<td>0.72</td>
<td>0.58</td>
<td>0.49</td>
<td>0.71</td>
<td>0.66</td>
<td>0.62</td>
</tr>
<tr>
<td>Mamba</td>
<td>0.83</td>
<td>0.72</td>
<td>0.64</td>
<td>0.82</td>
<td>0.71</td>
<td>0.63</td>
<td>0.76</td>
<td>0.75</td>
<td>0.74</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>0.25</td>
<td>0.33</td>
<td>0.49</td>
<td>0.23</td>
<td>0.32</td>
<td>0.51</td>
<td>0.23</td>
<td>0.33</td>
<td>0.64</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.61</td>
<td>0.59</td>
<td>0.58</td>
<td>0.59</td>
<td>0.57</td>
<td>0.55</td>
<td>0.56</td>
<td>0.61</td>
<td>0.66</td>
</tr>
<tr>
<td>XMap</td>
<td>0.85</td>
<td>0.68</td>
<td>0.56</td>
<td>0.84</td>
<td>0.67</td>
<td>0.56</td>
<td>0.81</td>
<td>0.73</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Table 7. F-measure, precision, and recall of the different matchers when evaluated using the sharp (s), discrete uncertain (d) and continuous uncertain (c) metrics.

The results from this year, see Table 7, follow the same general pattern as the results from the 2013 systems discussed in [5]. Out of the 14 matchers, five (DKP-AOM, JarvisOm, LogMapLt, Mamba, and RSDLWB) use 1.0 as the confidence values for all correspondences they identify. Two (ServOMBI and XMap) of the remaining nine have some variation in confidence values, though the majority are 1.0. The rest of the matchers have a fairly wide variation of confidence values. Most of these are near the upper end of the [0,1] range. The exception is Lily, which produces many correspondences with confidence values around 0.5.

Discussion In most cases, precision using the uncertain version of the reference alignment is the same or less than in the sharp version, while recall is slightly greater with the uncertain version. This is because no new correspondence was added to the reference alignments, but controversial ones were removed.
Regarding differences between the discrete and continuous evaluations using the uncertain reference alignments, they are in general quite small for precision. This is because of the fairly high confidence values assigned by the matchers. COMMAND’s continuous precision is much lower because it assigns very low confidence values to some correspondences in which the labels are equivalent strings, which many crowdsourcers agreed with unless there was a compelling contextual reason not to. Applying a low threshold value (0.53) for the matcher hides this issue in the discrete case, but the continuous evaluation metrics do not use a threshold.

Recall measures vary more widely between the discrete and continuous metrics. In particular, matchers that set all confidence values to 1.0 see the biggest gains between the discrete and continuous recall on the uncertain version of the reference alignment. This is because in the discrete case incorrect correspondences produced by those systems are counted as a whole false positive, whereas in the continuous version, they are penalized a fraction of that if not many people agreed with the correspondence. While this is interesting in itself, this is a one-time gain in improvement. Improvement on this metric from year-to-year will only be possible if developers modify their systems to produce meaningful confidence values. Another thing to note is the large drop in Lily’s recall between the discrete and continuous approaches. This is because the confidence values assigned by that alignment system are in a somewhat narrow range and universally low, which apparently does not correspond well to human evaluation of the correspondence quality.

Evaluation based on violations of consistency and conservativity principles

This year we performed evaluation based on detection of conservativity and consistency violations [34]. The consistency principle states that correspondences should not lead to unsatisfiable classes in the merged ontology; the conservativity principle states that correspondences should not introduce new semantic relationships between concepts from one of the input ontologies.

Table 6 summarizes statistics per matcher. There are ontologies that have unsatisfiable TBox after ontology merge (Uns.Ont.), total number of all conservativity principle violations within all alignments (Conser.V .) and total number of all consistency principle violations (Consist.V .).

Five tools (AML, DKP-AOM, LogMap, LogMap-C and XMAP) do not violate consistency. The lowest number of conservativity violations was achieved by LogMap-C which has a repair technique for them. Four further tools have an average of conservativity principle around 1 (DKP-AOM, JarvisOM, LogMap and AML).10 We should note that these conservativity principle violations can be “false positives” since the entailment in the aligned ontology can be correct although it was not derivable in the single input ontologies.

In conclusion, this year eight matchers (against five matchers last year for easier reference alignment) performed better than both baselines on new, not only consistent but also conservative, reference alignments. Next two matchers perform almost equally well as the best baseline. Further, this year five matchers generate coherent alignments (against four matchers last year). Based on uncertain reference alignments many more

10 All matchers but one delivered all 21 alignments. RSDLWB generated 18 alignments.
matchers provide alignments with a range of confidence values than in the past. This evaluation modality will enable us to evaluate degree of convergence between this year’s results and humans scores on the alignment task next years.

6 Large biomedical ontologies (largebio)

The largebio test case aims at finding alignments between the large and semantically rich biomedical ontologies FMA, SNOMED-CT, and NCI, which contains 78,989, 306,591 and 66,724 classes, respectively.

6.1 Test data

The test case has been split into three matching problems: FMA-NCI, FMA-SNOMED and SNOMED-NCI; and each matching problem in 2 tasks involving different fragments of the input ontologies.

The UMLS Metathesaurus [3] has been selected as the basis for reference alignments. UMLS is currently the most comprehensive effort for integrating independently-developed medical thesauri and ontologies, including FMA, SNOMED-CT, and NCI. Although the standard UMLS distribution does not directly provide alignments (in the sense of [17]) between the integrated ontologies, it is relatively straightforward to extract them from the information provided in the distribution files (see [21] for details).

It has been noticed, however, that although the creation of UMLS alignments combines expert assessment and auditing protocols they lead to a significant number of logical inconsistencies when integrated with the corresponding source ontologies [21].

Since alignment coherence is an aspect of ontology matching that we aim to promote, in previous editions we provided coherent reference alignments by refining the UMLS mappings using the Alcomo (alignment) debugging system [26], LogMap’s (alignment) repair facility [20], or both [22].

However, concerns were raised about the validity and fairness of applying automated alignment repair techniques to make reference alignments coherent [30]. It is clear that using the original (incoherent) UMLS alignments would be penalizing to ontology matching systems that perform alignment repair. However, using automatically repaired alignments would penalize systems that do not perform alignment repair and also systems that employ a repair strategy that differs from that used on the reference alignments [30].

Thus, as in the 2014 edition, we arrived at a compromising solution that should be fair to all ontology matching systems. Instead of repairing the reference alignments as normal, by removing correspondences, we flagged the incoherence-causing correspondences in the alignments by setting the relation to “?” (unknown). These “?” correspondences will neither be considered as positive nor as negative when evaluating the participating ontology matching systems, but will simply be ignored. This way, systems that do not perform alignment repair are not penalized for finding correspondences that (despite causing incoherences) may or may not be correct, and systems that do perform alignment repair are not penalized for removing such correspondences.
To ensure that this solution was as fair as possible to all alignment repair strategies, we flagged as unknown all correspondences suppressed by any of Alcomo, LogMap or AML [31], as well as all correspondences suppressed from the reference alignments of last year’s edition (using Alcomo and LogMap combined). Note that, we have used the (incomplete) repair modules of the above mentioned systems.

The flagged UMLS-based reference alignment for the OAEI 2015 campaign is summarized in Table 8.

<table>
<thead>
<tr>
<th>Reference alignment</th>
<th>“=” corresp.</th>
<th>“?” corresp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMA-NCI</td>
<td>2,686</td>
<td>338</td>
</tr>
<tr>
<td>FMA-SNOMED</td>
<td>6,026</td>
<td>2,982</td>
</tr>
<tr>
<td>SNOMED-NCI</td>
<td>17,210</td>
<td>1,634</td>
</tr>
</tbody>
</table>

### 6.2 Evaluation setting, participation and success

We have run the evaluation in a Ubuntu Laptop with an Intel Core i7-4600U CPU @ 2.10GHz x 4 and allocating 15Gb of RAM. Precision, Recall and F-measure have been computed with respect to the UMLS-based reference alignment. Systems have been ordered in terms of F-measure.

In the OAEI 2015 largebio track, 13 out of 22 participating OAEI 2015 systems have been able to cope with at least one of the tasks of the largebio track. Note that RiMOM-IM, InsMT+, STRIM, EXONA, CLONA and LYAM++ are systems focusing on either the instance matching track or the multifarm track, and they did not produce any alignment for the largebio track. COMMAND and Mamba did not finish the smallest largebio task within the given 12 hours timeout, while GMap and JarvisOM gave an “error exception” when dealing with the smallest largebio task.

### 6.3 Background knowledge

Regarding the use of background knowledge, LogMap-Bio uses BioPortal as mediating ontology provider, that is, it retrieves from BioPortal the most suitable top-10 ontologies for the matching task.

LogMap uses normalisations and spelling variants from the general (biomedical) purpose UMLS Lexicon.

AML has three sources of background knowledge which can be used as mediators between the input ontologies: the Uber Anatomy Ontology (Uberon), the Human Disease Ontology (DOID) and the Medical Subject Headings (MeSH).

XMAP has been evaluated with two variants: XMAP-BK and XMAP. XMAP-BK uses synonyms provided by the UMLS Metathesaurus, while XMAP has this feature deactivated. Note that matching systems using UMLS-Metathesaurus as background
Knowledge will have a notable advantage since the largelbio reference alignment is also based on the UMLS-Metathesaurus. Nevertheless, it is still interesting to evaluate the performance of a system with and without the use of the UMLS-Metathesaurus.

### 6.4 Alignment coherence

Together with Precision, Recall, F-measure and Runtimes we have also evaluated the coherence of alignments. We report (1) the number of unsatisfiabilities when reasoning with the input ontologies together with the computed alignments, and (2) the ratio of unsatisfiable classes with respect to the size of the union of the input ontologies.

We have used the OWL 2 reasoner HermiT [28] to compute the number of unsatisfiable classes. For the cases in which MORe could not cope with the input ontologies and the alignments (in less than 2 hours) we have provided a lower bound on the number of unsatisfiable classes (indicated by \( \geq \)) using the OWL 2 EL reasoner ELK [23].

In this OAEI edition, only two systems have shown alignment repair facilities, namely: AML and LogMap (including LogMap-Bio and LogMap-C variants). Tables 10-13 (see last two columns) show that even the most precise alignment sets may lead to a huge amount of unsatisfiable classes. This proves the importance of using techniques to assess the coherence of the generated alignments if they are to be used in tasks involving reasoning.

### 6.5 Runtimes and task completion

Table 9 shows which systems were able to complete each of the matching tasks in less than 24 hours and the required computation times. Systems have been ordered with respect to the number of completed tasks and the average time required to complete them. Times are reported in seconds.

<table>
<thead>
<tr>
<th>System</th>
<th>FMA-NCI Task 1</th>
<th>FMA-SNOMED Task 2</th>
<th>SNOMED-NCI Task 3</th>
<th>Average</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMapLt</td>
<td>16</td>
<td>213</td>
<td>36</td>
<td>419</td>
<td>212</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>17</td>
<td>211</td>
<td>36</td>
<td>413</td>
<td>221</td>
</tr>
<tr>
<td>AML</td>
<td>36</td>
<td>262</td>
<td>79</td>
<td>509</td>
<td>470</td>
</tr>
<tr>
<td>XMAP</td>
<td>26</td>
<td>302</td>
<td>46</td>
<td>698</td>
<td>394</td>
</tr>
<tr>
<td>XMAP-BK</td>
<td>31</td>
<td>337</td>
<td>49</td>
<td>782</td>
<td>396</td>
</tr>
<tr>
<td>LogMap</td>
<td>25</td>
<td>265</td>
<td>78</td>
<td>768</td>
<td>410</td>
</tr>
<tr>
<td>LogMapC</td>
<td>106</td>
<td>569</td>
<td>156</td>
<td>1,195</td>
<td>3,039</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1,053</td>
<td>1,581</td>
<td>1,204</td>
<td>3,248</td>
<td>3,298</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>234</td>
<td>-</td>
<td>532</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>2,248</td>
<td>-</td>
<td>13,057</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lily</td>
<td>740</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>1,491</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DKP-AOM-Lite</td>
<td>1,579</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 9.** System runtimes (s) and task completion.
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<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th># Corresp.</th>
<th>Scores</th>
<th>Incoherence</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
<th>Unsat.</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMAP-BK *</td>
<td>31</td>
<td>2,714</td>
<td>0.97</td>
<td>0.93</td>
<td>0.90</td>
<td>2,319</td>
<td>22.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AML</td>
<td>36</td>
<td>2,690</td>
<td>0.96</td>
<td>0.93</td>
<td>0.90</td>
<td>2</td>
<td>0.019%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>25</td>
<td>2,747</td>
<td>0.95</td>
<td>0.92</td>
<td>0.90</td>
<td>2</td>
<td>0.019%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1,053</td>
<td>2,866</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
<td>2</td>
<td>0.019%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapLt</td>
<td>16</td>
<td>2,483</td>
<td>0.97</td>
<td>0.89</td>
<td>0.82</td>
<td>2,045</td>
<td>19.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>234</td>
<td>2,420</td>
<td>0.97</td>
<td>0.88</td>
<td>0.81</td>
<td>3,216</td>
<td>31.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>26</td>
<td>2,376</td>
<td>0.97</td>
<td>0.87</td>
<td>0.78</td>
<td>2,219</td>
<td>21.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapC</td>
<td>106</td>
<td>2,110</td>
<td>0.96</td>
<td>0.82</td>
<td>0.71</td>
<td>2</td>
<td>0.019%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>584</strong></td>
<td><strong>2,516</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.78</strong></td>
<td><strong>0.73</strong></td>
<td></td>
<td></td>
<td><strong>2,497</strong></td>
<td><strong>24.3%</strong></td>
</tr>
<tr>
<td>Lily</td>
<td>740</td>
<td>3,374</td>
<td>0.60</td>
<td>0.66</td>
<td>0.72</td>
<td>9,279</td>
<td>90.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKP-AOM-Lite</td>
<td>1,579</td>
<td>2,665</td>
<td>0.64</td>
<td>0.62</td>
<td>0.60</td>
<td>2,139</td>
<td>20.8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>1,491</td>
<td>2,501</td>
<td>0.65</td>
<td>0.61</td>
<td>0.57</td>
<td>1,921</td>
<td>18.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CroMatcher</td>
<td>2,248</td>
<td>2,806</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>9,301</td>
<td>90.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSDLWB</td>
<td>17</td>
<td>961</td>
<td>0.96</td>
<td>0.48</td>
<td>0.32</td>
<td>25</td>
<td>0.2%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th># Corresp.</th>
<th>Scores</th>
<th>Incoherence</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
<th>Unsat.</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMAP-BK *</td>
<td>337</td>
<td>2,802</td>
<td>0.87</td>
<td>0.86</td>
<td>0.85</td>
<td>1,222</td>
<td>0.8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AML</td>
<td>262</td>
<td>2,931</td>
<td>0.83</td>
<td>0.84</td>
<td>0.86</td>
<td>10</td>
<td>0.007%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>265</td>
<td>2,693</td>
<td>0.85</td>
<td>0.83</td>
<td>0.80</td>
<td>9</td>
<td>0.006%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1,581</td>
<td>3,127</td>
<td>0.77</td>
<td>0.81</td>
<td>0.85</td>
<td>9</td>
<td>0.006%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMAP</td>
<td>302</td>
<td>2,478</td>
<td>0.87</td>
<td>0.80</td>
<td>0.74</td>
<td>1,124</td>
<td>0.8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>467</strong></td>
<td><strong>2,588</strong></td>
<td><strong>0.82</strong></td>
<td><strong>0.76</strong></td>
<td><strong>0.73</strong></td>
<td></td>
<td></td>
<td><strong>3,742</strong></td>
<td><strong>2.6%</strong></td>
</tr>
<tr>
<td>LogMapC</td>
<td>569</td>
<td>2,108</td>
<td>0.88</td>
<td>0.75</td>
<td>0.65</td>
<td>9</td>
<td>0.006%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapLt</td>
<td>213</td>
<td>3,477</td>
<td>0.67</td>
<td>0.74</td>
<td>0.82</td>
<td>26,478</td>
<td>18.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSDLWB</td>
<td>211</td>
<td>1,094</td>
<td>0.80</td>
<td>0.44</td>
<td>0.31</td>
<td>1,082</td>
<td>0.7%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10. Results for the FMA-NCI matching problem. * Uses background knowledge based on the UMLS-Metathesaurus as the largebio reference alignments.

The last column reports the number of tasks that a system could complete. For example, 8 system were able to complete all six tasks. The last row shows the number of systems that could finish each of the tasks. The tasks involving SNOMED were also harder with respect to both computation times and the number of systems that completed the tasks.

### 6.6 Results for the FMA-NCI matching problem

Table 10 summarizes the results for the tasks in the FMA-NCI matching problem. The following tables summarize the results for the tasks in the FMA-NCI matching problem.

XMAP-BK and AML provided the best results in terms of F-measure in Task 1 and Task 2. Note that, the use of background knowledge based on the UML-Metathesaurus
### Task 3: small FMA and SNOMED fragments

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th># Corresp.</th>
<th>Scores</th>
<th>Incoherence</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prec.</td>
<td>F-m.</td>
<td>Rec.</td>
</tr>
<tr>
<td>XMAP-BK *</td>
<td>49</td>
<td>7,920</td>
<td>0.97</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>AML</td>
<td>79</td>
<td>6,791</td>
<td>0.93</td>
<td>0.82</td>
<td>0.74</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>1,204</td>
<td>6,485</td>
<td>0.94</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>LogMap</td>
<td>78</td>
<td>6,282</td>
<td>0.95</td>
<td>0.80</td>
<td>0.69</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>532</td>
<td>6,329</td>
<td>0.96</td>
<td>0.79</td>
<td>0.66</td>
</tr>
<tr>
<td>XMAP</td>
<td>46</td>
<td>6,133</td>
<td>0.96</td>
<td>0.77</td>
<td>0.65</td>
</tr>
<tr>
<td>Average</td>
<td>1,527</td>
<td>5,328</td>
<td>0.92</td>
<td>0.66</td>
<td>0.56</td>
</tr>
</tbody>
</table>

### Task 4: whole FMA ontology with SNOMED large fragment

<table>
<thead>
<tr>
<th>System</th>
<th>Time (s)</th>
<th># Corresp.</th>
<th>Scores</th>
<th>Incoherence</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prec.</td>
<td>F-m.</td>
<td>Rec.</td>
</tr>
<tr>
<td>XMAP-BK *</td>
<td>782</td>
<td>9,243</td>
<td>0.77</td>
<td>0.80</td>
<td>0.84</td>
</tr>
<tr>
<td>AML</td>
<td>509</td>
<td>6,228</td>
<td>0.89</td>
<td>0.75</td>
<td>0.65</td>
</tr>
<tr>
<td>LogMap</td>
<td>768</td>
<td>6,281</td>
<td>0.84</td>
<td>0.72</td>
<td>0.63</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>3,248</td>
<td>6,869</td>
<td>0.78</td>
<td>0.71</td>
<td>0.65</td>
</tr>
<tr>
<td>XMAP</td>
<td>698</td>
<td>7,061</td>
<td>0.72</td>
<td>0.66</td>
<td>0.61</td>
</tr>
<tr>
<td>LogMapC</td>
<td>1,195</td>
<td>4,693</td>
<td>0.85</td>
<td>0.61</td>
<td>0.48</td>
</tr>
<tr>
<td>Average</td>
<td>1,004</td>
<td>5,395</td>
<td>0.83</td>
<td>0.60</td>
<td>0.53</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>413</td>
<td>1,822</td>
<td>0.85</td>
<td>0.34</td>
<td>0.21</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>413</td>
<td>968</td>
<td>0.93</td>
<td>0.22</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 11. Results for the FMA-SNOMED matching problem. * Uses background knowledge based on the UMLS-Metathesaurus as the largebio reference alignments.

has an important impact in the performance of XMAP-BK. LogMap-Bio improves LogMap’s recall in both tasks, however precision is damaged specially in Task 2.

Note that efficiency in Task 2 has decreased with respect to Task 1. This is mostly due to the fact that larger ontologies also involves more possible candidate alignments and it is harder to keep high precision values without damaging recall, and vice versa. Furthermore, ServOMBI, CroMatcher, LiLy, DKP-AOM-Lite and DKP-AOM could not complete Task 2.

### 6.7 Results for the FMA-SNOMED matching problem

Table 11 summarizes the results for the tasks in the FMA-SNOMED matching problem. XMAP-BK provided the best results in terms of both Recall and F-measure in Task 3 and Task 4. Precision of XMAP-BK in Task 2 was lower than the other top systems but Recall was much higher than the others.
Table 12. Results for the SNOMED-NCI matching problem. * Uses background knowledge based on the UMLS-Metathesaurus as the largebio reference alignments.

As in the FMA-NCI tasks, the use of the UMLS-Metathesaurus in XMAP-BK has an important impact. Overall, the results were less positive than in the FMA-NCI matching problem. As in the FMA-NCI matching problem, efficiency also decreases as the ontology size increases. The most important variations were suffered by LogMapBio and XMAP in terms of precision. Furthermore, LiLy, DKP-AOM-Lite, and DKP-AOM could not complete neither Task 3 nor Task 4, while ServOMBI and CroMatcher could not complete Task 4 within the permitted time.

6.8 Results for the SNOMED-NCI matching problem

Table 12 summarizes the results for the tasks in the SNOMED-NCI matching problem. AML provided the best results in terms of both Recall and F-measure in Task 5 and 6, while RSDLWB and XMAP provided the best results in terms of precision in Task 5 and 6, respectively.

Unlike in the FMA-NCI and FMA-SNOMED matching problems, the use of the UML-Metathesaurus did not impact the performance of XMAP-BK, which obtained almost identical results as XMAP. As in the previous matching problems, efficiency decreases as the ontology size increases. Furthermore, LiLy, DKP-AOM-Lite, DKP-AOM,
6.9 Summary results for the top systems

Table 13 summarizes the results for the systems that completed all 6 tasks of largebio track. The table shows the total time in seconds to complete all tasks and averages for Precision, Recall, F-measure and Incoherence degree. The systems have been ordered according to the average F-measure and Incoherence degree.

<table>
<thead>
<tr>
<th>System</th>
<th>Total Time (s)</th>
<th>Average Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
<th>Inc. Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>1,940</td>
<td>0.90</td>
<td>0.82</td>
<td>0.75</td>
<td>0.005%</td>
</tr>
<tr>
<td>XMAP-BK *</td>
<td>2,520</td>
<td>0.90</td>
<td>0.82</td>
<td>0.76</td>
<td>16.6%</td>
</tr>
<tr>
<td>LogMap</td>
<td>2,608</td>
<td>0.90</td>
<td>0.79</td>
<td>0.71</td>
<td>0.005%</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>13,711</td>
<td>0.87</td>
<td>0.79</td>
<td>0.73</td>
<td>0.005%</td>
</tr>
<tr>
<td>XMAP</td>
<td>2,371</td>
<td>0.89</td>
<td>0.75</td>
<td>0.65</td>
<td>16.6%</td>
</tr>
<tr>
<td>LogMapC</td>
<td>8,618</td>
<td>0.91</td>
<td>0.68</td>
<td>0.55</td>
<td>0.013%</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>1,323</td>
<td>0.87</td>
<td>0.61</td>
<td>0.53</td>
<td>33.9%</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>1,334</td>
<td>0.92</td>
<td>0.37</td>
<td>0.24</td>
<td>16.6%</td>
</tr>
</tbody>
</table>

Table 13. Summary results for the top systems. * Uses background knowledge based on the UMLS-Metathesaurus as the largebio reference alignments.

ServOMBI and CroMatcher could not complete neither Task 5 nor Task 6 in less than 12 hours.

6.10 Conclusions

Although the proposed matching tasks represent a significant leap in complexity with respect to the other OAEI test cases, the results have been very promising and 8 systems completed all matching tasks with very competitive results. Furthermore, 13 systems completed at least one of the tasks.

There is, as in previous OAEI campaigns, plenty of room for improvement: (1) most of the participating systems disregard the coherence of the generated alignments; (2) many system should improve scalability, and (3) recall in the tasks involving SNOMED should be improved while keeping precision values.

The alignment coherence measure was the weakest point of the systems participating in this test case. As shown in Tables 10-13, even highly precise alignment sets may lead to a huge number of unsatisfiable classes (e.g. LogMapLt and RSDLWB alignments...
in Task 5). The use of techniques to assess alignment coherence is critical if the input ontologies together with the computed alignments are to be used in practice. Unfortunately, only a few systems in OAEI 2015 have successfully used such techniques. We encourage ontology matching system developers to develop their own repair techniques or to use state-of-the-art techniques such as Alcomo [26], the repair module of LogMap (LogMap-Repair) [20] or the repair module of AML [31], which have worked well in practice [22, 18].

7 MultiFarm

The MultiFarm data set [27] aims at evaluating the ability of matching systems to deal with ontologies in different natural languages. This data set results from the translation of 7 ontologies from the conference track (cmt, conference, confOf, iasted, sigkdd, ekaw and edas), into 8 languages: Chinese, Czech, Dutch, French, German, Portuguese, Russian, and Spanish. For this campaign, Arabic and Italian translations have been also provided. With these two new languages, the data set is composed of 55 pairs of languages (see [27] for details on how the original MultiFarm data set has been generated).

For each pair, taking into account the alignment direction (cmt–en → confOf–de and cmt–de → confOf–en, for instance, as two distinct matching tasks), we have 49 matching tasks. The whole data set is composed of 55 × 49 matching tasks.

7.1 Experimental setting

Since 2014, part of the data set is used for blind evaluation. This subset includes all matching tasks involving the edas and ekaw ontologies (resulting in 55 × 24 matching tasks), which were not used in previous campaigns. In the rest of this paper, we refer to this blind evaluation as edas and ekaw based evaluation. Participants were able to test their systems on the available subset of matching tasks (open evaluation), available via the SEALS repository. The open subset covers 45 × 25 tasks

We distinguish two types of matching tasks: (i) those tasks where two different ontologies (cmt–confOf, for instance) have been translated into two different languages; and (ii) those tasks where the same ontology (cmt–cmt) has been translated into two different languages. For the tasks of type (ii), good results are not directly related to the use of specific techniques for dealing with cross-lingual ontologies, but on the ability to exploit the identical structure of the ontologies.

In this campaign, 5 systems (out of 22 participants, see Table 2) implement cross-lingual matching strategies: AML, CLONA, LogMap, LYAM++ and XMap. This number increased with respect to the last campaign (3 in 2014). Most of them integrate a translation module in their implementations. LogMap uses Google Translator API and Microsoft Translation and pre-compiles a local dictionary in order to avoid multiple accesses to the translators within the matching process. AML, CLONA and XMap use Microsoft Translator, and AML and XMap adopt the same strategy of LogMap computing a

\[11\] This year, Italian translations have been only used in the blind setting.
local dictionary. All of them use English as pivot language. The translation step is performed before the matching step itself. An alternative strategy is adopted by LYAM++ which uses the multilingual resource BabelNet.

7.2 Execution setting and runtime

The systems have been executed on a Debian Linux VM configured with four processors and 20GB of RAM running under a Dell PowerEdge T610 with 2*Intel Xeon Quad Core 2.26GHz E5607 processors. The runtimes for both settings are shown in Tables 14 and 15. All measurements are based on a single run. Systems not listed in these tables were not wrapped using SEALS (COMMAND), are designed to deal with specific matching tasks (EXONA, InsMT, JarvisOM, RiMOM and ServOMBI), or generated empty alignments for all matching tasks (Lily).

For several reasons, some systems have been executed in a different setting (Mamba due to the issues with the Gurobi optimizer, LogMap due to network problems for accessing the translators, and LYAM++ due to issues with the BabelNet license). Thus, we do not report on execution time for these systems.

We can observe large differences between the time required for a system to complete the $45 \times 25$ (Table 14) and $55 \times 24$ (Table 15) matching tasks. However, we have experimented some problems when accessing the SEALS test repositories due to the many accesses to the server, i.e., tracks running their evaluations in parallel. Hence, the reported runtime may not reflect the real execution runtime required for completing the tasks.

7.3 Evaluation results

Open evaluation results. Table 14 presents the aggregated results for the open subset, for the test cases of type (i) and (ii). We do not apply any threshold on the confidence measure.

We observe significant differences between the results obtained for each type of matching task, specially in terms of precision, for most systems, with lower differences in terms of recall. As expected, in terms of F-measure, systems implementing cross-lingual techniques outperform the non-cross-lingual systems for test cases of type (i). For these cases, non-specific matchers have good precision but generating very few correspondences. While LogMap has the best precision (at the expense of recall), AML has similar results in terms of precision and recall and outperforms the other systems in terms of F-measure (this is the case for both types of tasks). For type (ii), CroMatcher takes advantage of the ontology structure and performs better than some specific cross-lingual systems.

With respect to the pairs of languages for test cases of type (i), for the sake of brevity, we do not present them here. The reader can refer to the OAEI results web page for detailed results for each of the 45 pairs. With exception of CroMatcher and RSDLWB,

---

12 Exceptionally, for the open test, the alignments from LYAM++ have been provided by the developers instead of being generated under the SEALS platform.

13 The results have been computed using the Alignment API 4.6.
### Table 14. MultiFARM aggregated results per matcher, for each type of matching task – different ontologies (i) and same ontologies (ii). Time is measured in minutes (for completing the 45 × 25 matching tasks). Tools marked with an * have been executed in a different setting. #pairs indicates the number of pairs of languages for which the tool is able to generated (non empty) alignments. Size indicates the average of the number of generated correspondences for the tests where an (non empty) alignment has been generated. Two kinds of results are reported: those do not distinguishing empty and erroneous (or not generated) alignments and those – indicated between parenthesis – considering only non empty generated alignments for a pair of languages.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>10</td>
<td>45</td>
<td>11.58 (.53)</td>
<td>.51 (.53)</td>
<td>.50 (.50)</td>
<td>58.29 (.93)</td>
<td>.64 (.64)</td>
<td>.50 (.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLONA</td>
<td>1629</td>
<td>45</td>
<td>9.45 (.46)</td>
<td>.39 (.39)</td>
<td>.35 (.35)</td>
<td>50.89 (.91)</td>
<td>.58 (.58)</td>
<td>.42 (.42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap*</td>
<td>36</td>
<td>45</td>
<td>6.37 (.75)</td>
<td>.41 (.41)</td>
<td>.29 (.29)</td>
<td>42.83 (.95)</td>
<td>.45 (.45)</td>
<td>.30 (.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LYAM++</td>
<td>-</td>
<td>13</td>
<td>12.29 (.14)</td>
<td>.14 (.14)</td>
<td>.44 (.44)</td>
<td>64.20 (.26)</td>
<td>.19 (.19)</td>
<td>.66 (.66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XMap</td>
<td>4012</td>
<td>45</td>
<td>36.39 (.22)</td>
<td>.24 (.24)</td>
<td>.27 (.27)</td>
<td>61.65 (.66)</td>
<td>.37 (.37)</td>
<td>.27 (.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CroMatcher</td>
<td>257</td>
<td>45</td>
<td>10.72 (.30)</td>
<td>.07 (.07)</td>
<td>.04 (.04)</td>
<td>66.02 (.78)</td>
<td>.55 (.55)</td>
<td>.45 (.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>11</td>
<td>19</td>
<td>2.53 (.39)</td>
<td>.03 (.03)</td>
<td>.01 (.01)</td>
<td>4.23 (.50)</td>
<td>.01 (.01)</td>
<td>.01 (.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMap</td>
<td>2069</td>
<td>21</td>
<td>1.69 (.37)</td>
<td>.03 (.03)</td>
<td>.01 (.01)</td>
<td>3.13 (.67)</td>
<td>.01 (.01)</td>
<td>.01 (.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap-C</td>
<td>56</td>
<td>19</td>
<td>1.41 (.38)</td>
<td>.03 (.09)</td>
<td>.02 (.04)</td>
<td>3.68 (.35)</td>
<td>.01 (.01)</td>
<td>.01 (.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMapLt</td>
<td>13</td>
<td>19</td>
<td>1.29 (.39)</td>
<td>.04 (.08)</td>
<td>.02 (.04)</td>
<td>3.70 (.32)</td>
<td>.01 (.01)</td>
<td>.01 (.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mamba*</td>
<td>297</td>
<td>21</td>
<td>1.52 (.36)</td>
<td>.00 (.03)</td>
<td>.03 (.07)</td>
<td>3.68 (.48)</td>
<td>.02 (.02)</td>
<td>.01 (.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSDLWB</td>
<td>14</td>
<td>45</td>
<td>30.71 (.01)</td>
<td>.01 (.01)</td>
<td>.01 (.01)</td>
<td>43.71 (.20)</td>
<td>.11 (.11)</td>
<td>.08 (.08)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The exception of LogMapLt (es-nl, es-ru, cz-en, cz-ru).

non-specific systems are not able to deal with all pairs of languages, in particular those involving Arabic, Chinese and Russian. Instead, they take advantage of the similarities in the vocabulary of some languages, in the absence of specific strategies. This can be corroborated by the fact that most of them generate their best F-measure for the pairs es-pt (followed by de-en): CroMatcher (es-pt .28, de-en .23), DKP-AOM (es-pt .25, de-en .22), GMap (es-pt .21, fr-nl .20), LogMap-C (es-pt .26, de-en .18), LogMapLt (es-pt .25, de-en .22), and Mamba (es-pt .29, en-nl .23, de-en .22). This behavior has been also observed last year. On the other hand, although it is likely harder to find correspondences between cz-pt than es-pt, for some non-specific systems this pair is present in their top-3 F-measure (with the exception of Mamba).

For the group of systems implementing cross-lingual strategies, some pairs involving Czech (cz-en, cz-es, cz-pt, cz-de, cz-ru) are again present in the top-5 F-measure of 4 systems (out of 5, the exception is LYAM++: AML – cz-en (.63), cz-ru (.62), cz-es (.61), cz-nl (.60), en-es (.59), CLONA – es-ru (.53), cz-es (.51), es-pt (.51), cz-en (.50) and cz-ru (.49), LogMap – cz-de (.55), cz-pt (.54), cz-ru (.53), cz-nl and cz-en (.52), XMap – cz-es (.52), cz-pt (.50), en-es (.48), cz-ru (.45), and de-es (.45). LYAM++ is the exception, once it was not able to generate alignments for some of these pairs: es-fr (.56), en-es (.53), es-pt (.52), en-ru (.52) and en-fr (.52). A different behavior is observed for the tasks of type (ii), for which these systems perform better for the pairs en-pt, es-fr, en-fr, de-en and es-pt. The exception is LogMap (es-ru, es-nl and fr-nl).
Edas and Ekaw based evaluation. Table 15 presents the aggregated results for the matching tasks involving edas and ekaw ontologies. LYAM++ has participated only in the open test. The overall results here are close to what has been observed for the open evaluation. For both types of tasks, LogMap outperforms all systems in terms of precision and AML in terms of F-measure. Both of them required more time for finishing the tasks due to the fact that new translations were computed on the fly (for Italian).

Looking at the overall results of non-specific systems, for the cases of type (i), DKP-OAM still generates good precision values but has been outperformed by GMap and Mamba. For the cases of type (ii), CroMatcher corroborates the good results obtained by its structural strategy, while LogMap-C and LogMap-Lite decrease their precision, considerably increasing the number of generated correspondences (in particular for the edas-edas task).

With respect to the pairs of languages for the test cases of type (i), although the overall results remain relatively stable, new pairs of languages take place in the top-3 F-measure. For non specific systems, it is the case for the pairs es-it and it-pt: CroMatcher (es-it .25, it-pt .25, en-it .24, and en-nl .21), DKP-AOM (es-pt .20, de-en .20, it-pt .17, es-it .16), GMap (it-pt .31, en-it .25, en-fr .19), LogMap-C (de-en .23, es-pt .21, it-pt .20, es-it .19), LogMapLt (de-en .20, es-pt .20, it-pt .17, es-it .16), and Mamba (de-en .27, en-it .26, en-nl .25, it-pt .24). For the group of systems implementing cross-lingual strategies, this fact has been observed for 2 (AML and XMAP) out of 4 systems. For those systems, some pairs involving Czech (cn-cz, cz-de, cz-en ou cz-ru) are again present in the top-5 F-measure of 3 out of 4 systems: AML (es-it .58, en-pt .58 en-nl .57 cz-en .57 nl-pt .57 es-nl .56, cz-nl .55, en-es .55, cz-es .54), CLONA (cn-cz .38, cz-pt .38, de-pt .38, de-en .37, fr-pt .37, pt-ru .36, es-pt .36, es-ru .35, fr-ru .35, cz-de .35), LogMap (en-nl .53, en-pt .51, cz-en .49, en-ru .48, cz-nl .46, cz-ru .46). The exception is XMAP (nl-pt .53, nl-ru .43, it-pt .41, pt-ru .37, fr-ru .37). Finally, with respect to type (ii), the pair it-pt appears in the top-3 F-measure of AML and CLONA.

Comparison with previous campaigns. In the first year of evaluation of MultiFarm (2011.5 campaign), 3 participants (out of 19) implemented specific techniques. In 2012, we counted on 7 systems (out of 24). We had the same number of participants in 2013. In 2014, this number decreased considerably (3 systems). All of them participate this year (AML, LogMap and XMAP) and we count on two new participants (LYAM++, in fact an extension to YAM++ that has participated in previous campaigns, and CLONA). Comparing the previous F-measure results (on the same basis, i.e., open data set and tasks of type (ii) and excluding Arabic translations\(^\text{14}\)), this year AML (.54) remains stable with respect to 2014 and outperforms the best system in 2013 and 2012 – YAM++ (.40) – while LogMap (.42) slightly improves the results obtained in 2014 (.40). While LogMapLt and LogMap-C improved precision (.15 up to .39), RSDLWB decreased in recall. In overall, the performance of the systems remain stable over these last two years.

\(^{14}\) The French translations have been revised. This revision does not seem to have a major impact on the overall results. However, this impact has not been deeply measured, what has to be done with respect to tool versions used in the OAEI 2014.
7.4 Conclusion

As expected, systems implementing specific methods for dealing with ontologies in different languages outperform non specific systems. Overall, the results remain stable with respect to the last campaigns (F-measure around .54), with precision being privileged with respect to recall. While some systems can take advantage of the ontology structure to overcome the lack of cross-lingual strategies, some of them are not able to deal at all with certain group of languages (Arabic, Chinese, Russian). Still, cross-lingual approaches are mainly based on translation strategies and the combination of other resources (like cross-lingual links in Wikipedia, BabelNet, etc.) and strategies (machine learning, indirect alignment composition) remains underexploited.

8 Interactive matching

The interactive matching track was organized at OAEI 2015 for the third time. The goal of this evaluation is to simulate interactive matching [29], where a human expert is involved to validate correspondences found by the matching system. In the evaluation, we look at how interacting with the user improves the matching results. Currently, this track does not evaluate the user experience or the user interfaces of the systems.

8.1 Experimental setting

The SEALS client was modified to allow interactive matchers to ask an oracle. The interactive matcher can present a correspondence to the oracle, which then tells the system whether the correspondence is right or wrong. A request is considered distinct if one of the concepts or the relationship in a correspondence have changed in comparison.
with previous requests. This year, in addition to emulating the perfect user, we also consider domain experts with variable error rates which reflects a more realistic scenario where a user does not necessarily provide a correct answer. We experiment with three different error rates: 0.1, 0.2 and 0.3. The errors were randomly introduced into the reference alignment with given rates.

The evaluations of the conference and anatomy datasets were run on a server with 3.46 GHz (6 cores) and 8GB RAM allocated to the matching system. Each system was run three times and the final result of a system for each error rate represents the average of these runs. This is the same configuration which was used in the non-interactive version of the anatomy track and runtimes in the interactive version of this track are therefore comparable. For the conference dataset with the ra1 alignment, we considered macro-average of precision and recall of different ontology pairs, while the number of interactions represent the total number of interactions in all tasks. Finally, the three runs are averaged. The largebio dataset evaluation (each system was run one time) was run on a Ubuntu Laptop with an Intel Core i7-4600U CPU @ 2.10GHz x 4 and allocating 15GB of RAM.

8.2 Data sets

In this third edition of the Interactive track we use three OAEI datasets, namely conference, anatomy and Large Biomedical Ontologies (largebio) dataset. From the conference dataset we only use the test cases for which an alignment is publicly available (altogether 21 alignments/tasks). The anatomy dataset includes two ontologies (1 task), the Adult Mouse Anatomy (AMA) ontology and a part of the National Cancer Institute Thesaurus (NCI) describing the human anatomy. Finally, largebio consists of 6 tasks with different sizes ranging from tens to hundreds of thousands classes and aims at finding alignments between the Foundational Model of Anatomy (FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI).

8.3 Systems

Overall, four systems participated in the Interactive matching track: AML, JarvisOM, LogMap, and ServOMBI. The systems AML and LogMap have been further developed compared to last year, the other two participated in this track for the first time. All systems participating in the Interactive track support both interactive and non-interactive matching. This allows us to analyze how much benefit the interaction brings for the individual system.

The different systems involve the user in different points of the execution and use the user input in different ways. Therefore, we describe how the interaction is done by each system. AML starts interacting with the user during the selection and repairing phases (for the largebio task only non-interactive repair is employed) at the end of the matching process. The user input is employed to filter correspondences included in the final alignment and AML does not generate new correspondences nor adjust matching parameters based on it. AML avoids asking the same question more than once by keeping track of already asked questions and uses a query limit and other strategies to stop asking the user and reverts to non-interactive mode.
JarvisOM is based on an active learning strategy known as query-by-committee. In this strategy, informative instances are those where the committee members (classifiers; 3 in this campaign) disagree most. Sample entity pairs are selected using the heuristic of the Farthest First algorithm in order to initialize the classifiers committee. At every iteration JarvisOM asks the user for pairs of entities that have the highest value for the vote entropy measure (disagreement between committee members) and lower average euclidean distance. In the last iteration, the classifiers committee is used to generate the alignment between the ontologies.

ServOMBI uses various similarity measures during the Terminological phase after which the results are presented to the user. The user input is then used in the Contextual phase which employs machine learning techniques. The user is then asked again to validate the newly generated candidate correspondences (according to given threshold). At the end, an algorithm is run to determine the correspondences in the final alignment.

LogMap generates candidate correspondences first and then employs different techniques (lexical, structural and reasoning-based) to discard some of them during the Assessment phase. During this phase in the interactive mode it interacts with the user and presents to him/her those correspondences which are not clear-cut cases.

8.4 Results for the Anatomy dataset

Tables 16, 17, 18 and 19 present the results for the Anatomy dataset with four different error rates. The first three columns in each of the tables present the adjusted results obtained in this track (in the adjusted results the trivial correspondences in the oboInOwl namespace have been removed as well as correspondences expressing relations different from equivalence). We adjust the results in order to enable the comparison between the measures obtained in this and the non-interactive Anatomy track. The measure recall+ indicates the amount of detected non-trivial correspondences (trivial correspondences are those with the same normalized label). The precision, recall and F-measure columns at the right end of the tables present the results as calculated by the SEALs client prior to the adjustment. The last three columns contain the evaluation results “according to the oracle”, meaning against the oracle’s alignment, i.e., the reference alignment as modified by the randomly introduced errors. Figure 3 shows the time intervals between the questions to the user/oracle for the different systems and error rates for the three runs (the runs are depicted with different colors).

We first compare the performance of the four systems with an all-knowing oracle (0.0 error rate - Table 16), in terms of precision, recall and F-measure, to the results obtained in the non-interactive Anatomy track (these are the first 6 columns in the corresponding tables). The effect of introducing interactions with the oracle/user is mostly pronounced for the precision measure (except for JarvisOM). In the Interactive track (and 0.0 error rate) the precision for all four systems improves and, consequently, so does the F-measure. At the same time the recall improves for AML and JarvisOM and does not change for LogMap and ServOMBI. AML achieves the best F-measure and recall among the four with a perfect oracle. Out of all systems, JarvisOM displays the largest improvements when user interactions are brought in—the F-measure improves almost 4.5 times together with the recall which improves 6 times and the precision goes
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.88</td>
<td>1491.0</td>
<td>312.0</td>
<td>312.0</td>
<td>730</td>
<td>739</td>
<td>0.0</td>
<td>0.0</td>
<td>49</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.87</td>
<td>0.76</td>
<td>0.67</td>
<td>0.15</td>
<td>1686.0</td>
<td>7.0</td>
<td>7.0</td>
<td>4.0</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>213</td>
<td>0.86</td>
<td>0.75</td>
<td>0.67</td>
<td>0.86</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.99</td>
<td>0.91</td>
<td>0.85</td>
<td>0.60</td>
<td>1298.0</td>
<td>590.0</td>
<td>590.0</td>
<td>287</td>
<td>303</td>
<td>0.0</td>
<td>0.0</td>
<td>24</td>
<td>0.98</td>
<td>0.91</td>
<td>0.85</td>
<td>0.98</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>1.00</td>
<td>0.76</td>
<td>0.62</td>
<td>0.10</td>
<td>935.0</td>
<td>2136.0</td>
<td>1128.0</td>
<td>955.0</td>
<td>173</td>
<td>0.0</td>
<td>0.0</td>
<td>711</td>
<td>1.00</td>
<td>0.76</td>
<td>0.62</td>
<td>1.00</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 16. Anatomy dataset – perfect oracle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.96</td>
<td>0.95</td>
<td>0.99</td>
<td>0.86</td>
<td>1502.0</td>
<td>317.3</td>
<td>317.3</td>
<td>66.3</td>
<td>218.0</td>
<td>23.0</td>
<td>10.0</td>
<td>45</td>
<td>0.96</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.76</td>
<td>0.68</td>
<td>0.67</td>
<td>0.22</td>
<td>1467.7</td>
<td>7.0</td>
<td>7.0</td>
<td>3.3</td>
<td>3.0</td>
<td>0.3</td>
<td>0.3</td>
<td>214</td>
<td>0.76</td>
<td>0.68</td>
<td>0.76</td>
<td>0.76</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.97</td>
<td>0.89</td>
<td>0.83</td>
<td>0.57</td>
<td>1306.0</td>
<td>609.0</td>
<td>609.0</td>
<td>261.3</td>
<td>288.3</td>
<td>33.7</td>
<td>25</td>
<td>563</td>
<td>0.96</td>
<td>0.89</td>
<td>0.96</td>
<td>0.96</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>1.00</td>
<td>0.71</td>
<td>0.55</td>
<td>0.08</td>
<td>842.7</td>
<td>2198.7</td>
<td>1128.0</td>
<td>857.3</td>
<td>156.3</td>
<td>16.7</td>
<td>97.7</td>
<td>563</td>
<td>1.00</td>
<td>0.71</td>
<td>1.00</td>
<td>0.74</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 17. Anatomy dataset – error rate 0.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.85</td>
<td>1525.0</td>
<td>321.7</td>
<td>321.7</td>
<td>66.3</td>
<td>186.7</td>
<td>52.3</td>
<td>16.3</td>
<td>47</td>
<td>0.94</td>
<td>0.94</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.53</td>
<td>0.60</td>
<td>0.71</td>
<td>0.38</td>
<td>2045.3</td>
<td>8.0</td>
<td>8.0</td>
<td>4.7</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>214</td>
<td>0.53</td>
<td>0.60</td>
<td>0.71</td>
<td>0.60</td>
<td>0.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.95</td>
<td>0.88</td>
<td>0.82</td>
<td>0.56</td>
<td>1311.7</td>
<td>630.0</td>
<td>630.0</td>
<td>233.0</td>
<td>274.0</td>
<td>69.0</td>
<td>54.0</td>
<td>25</td>
<td>0.95</td>
<td>0.88</td>
<td>0.95</td>
<td>0.88</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.99</td>
<td>0.66</td>
<td>0.49</td>
<td>0.08</td>
<td>757.0</td>
<td>2257.0</td>
<td>1128.0</td>
<td>857.3</td>
<td>156.3</td>
<td>16.7</td>
<td>97.7</td>
<td>563</td>
<td>1.00</td>
<td>0.66</td>
<td>1.00</td>
<td>0.74</td>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 18. Anatomy dataset – error rate 0.2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.84</td>
<td>1526.0</td>
<td>306.0</td>
<td>306.0</td>
<td>54.0</td>
<td>168.7</td>
<td>61.3</td>
<td>22.0</td>
<td>48</td>
<td>0.93</td>
<td>0.93</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.51</td>
<td>0.49</td>
<td>0.53</td>
<td>0.25</td>
<td>1500.7</td>
<td>7.3</td>
<td>7.3</td>
<td>4.0</td>
<td>1.7</td>
<td>1.7</td>
<td>1.0</td>
<td>214</td>
<td>0.51</td>
<td>0.49</td>
<td>0.51</td>
<td>0.49</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.94</td>
<td>0.88</td>
<td>0.82</td>
<td>0.54</td>
<td>1317.0</td>
<td>663.0</td>
<td>663.0</td>
<td>200.7</td>
<td>270.7</td>
<td>105.3</td>
<td>86.3</td>
<td>24</td>
<td>0.94</td>
<td>0.87</td>
<td>0.92</td>
<td>0.86</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.99</td>
<td>0.60</td>
<td>0.43</td>
<td>0.07</td>
<td>658.3</td>
<td>2329.7</td>
<td>1128.3</td>
<td>663.3</td>
<td>129.0</td>
<td>44.3</td>
<td>291.7</td>
<td>447</td>
<td>0.99</td>
<td>0.60</td>
<td>1.00</td>
<td>0.68</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 19. Anatomy dataset – error rate 0.3
up 2.5 times. The size of the alignment generated by the system also grows around 2.5 times.

With the introduction of an erroneous oracle/user and moving towards higher error rates, system performance, obviously, starts to slightly deteriorate in comparison to the all-knowing oracle. However, the changes in the error rates influence the four systems differently in comparison to the non-interactive results. While the AML performance with an all-knowing oracle is better on all measures with respect to the non-interactive results, the F-measure drops in the 0.2 and 0.3 cases (Tables 18 and 19), while the recall stays higher than the non-interactive results for all error rates. LogMap behaves similarly—the F-measure in the 0.2 and 0.3 cases drops below the non-interactive results, while the precision stays higher in all error rates. ServOMBI performance in terms of F-measure and Recall drops below the non-interactive results already in the 0.1 case (Table 17), but the precision is higher in all cases. In contrast JarvisOM still performs better in the 0.3 case on all measures than in the non-interactive Anatomy track where it achieved very low values for all measures. It is also worth noting the large drop in precision (around 35 percentage points) for JarvisOM with the growing error rates in comparison to the other three systems where the drop in precision is between 1 to 5 percentage points. This could be explained by the fact that JarvisOM asks only few questions and is therefore very sensitive to false positives and false negatives. Another interesting observation is that, with the exception of AML, the performance of the systems also declines as the error increases with regard to the oracle’s reference (i.e., the reference as modified by the errors introduced in the oracle). This means that the impact of the errors is linear for AML (i.e., one erroneous response from the oracle, leads to only one error from AML) but supralinear for the other systems.

AML also shows stable performance in connection to the size of the alignment and the number of (distinct) requests to the oracle generated with different error rates. As discussed it does not present the same question again to the user. The same observation regarding the unique requests applies to JarvisOM and LogMap as well. JarvisOM uses very few requests to the oracle and this number is stable across the different error rates. Another notable difference is the varying size of the alignment generated by JarvisOM which almost doubles in the 0.2 case comparing to the all-knowing oracle. The number of requests grows with the error rate for LogMap together with a slight grow in the alignment size. As we noted above ServOMBI asks the user for every correspondence found and the number of distinct requests for ServOMBI stays stable for the different rates. The total number of requests is almost double the distinct ones but at the same time the size of the alignment drops when introducing higher error rates. The run times between the different error rates slightly change for AML while there is no significant change for LogMap and JarvisOM. The ServOMBI run time decreases with the increase of the error rate. In comparison to the non-interactive track, LogMap’s and JarvisOM’s run times do not change and AML’s run time changes between 10 to 20 %. ServOMBI run time is higher in the non-interactive track.

For an interactive system the time intervals at which the user is involved in an interaction are important. Figure 3 presents a comparison between the systems regarding the time periods at which the system presents a question to the user. Across the three runs and different error rates the AML and LogMap request intervals are around 1 and 0
Fig. 3. The Y axis depicts the time intervals between the requests to the user/oracle (whiskers: Q1-1.5IQR, Q3+1.5IQR, IQR=Q3-Q1). The labels under the system names show the average number of requests and the mean time between the requests for the three runs.

milliseconds respectively. On the other hand, while the requests periods for ServOMBI are under 10 ms in most of the cases we see that there are some outliers requiring more than a second. Furthermore a manual inspection of the intervals showed that in several cases it takes more than 10 seconds between the questions to the user and in one extreme case—250 seconds. It can also be seen that the requests intervals for this system increase at the last 50–100 questions. JarvisOM displays a delay in its requests in comparison to the other systems. The average interval at which a question is presented to the user is 1 second with about half of the requests to the user taking more than 1.5 seconds. However it issues the questions during the alignment process and not as a post processing step.

The take away of this analyses is the large improvement for JarvisOM in all measures and error rates with respect to its non-interactive results. The growth of the error rate impacts different measures in the different systems. The effect of introducing interactions with the oracle/user is mostly pronounced for the precision measure - the precision for all systems (except AML) in the different error rates is higher than their precision in the evaluation of the non-interactive Anatomy track.
8.5 Results for the conference dataset

Tables 20, 21, 22 and 23 below present the results for the Conference dataset with four different error rates. The “Precision Oracle”, “Recall Oracle” and “F-measure Oracle” columns contain the evaluation results “according to the oracle”, meaning against the oracle’s alignment (i.e., the reference alignment as modified by the randomly introduced errors). Figure 4 shows the average requests intervals per task (21 tasks in total per run) between the questions to the user/oracle for the different systems and error rates for all tasks and the three runs (the runs are depicted with different colors). The first number under the system names is the average number of requests and the second number is the average period of the average requests intervals for all tasks and runs.

We first focus on the performance of the systems with an all-knowing oracle (Table 20). In this case, all systems improve their results compared to the non-interactive version of the Conference track. The biggest improvement in F-measure is achieved by ServOMBI with 23 percentage points. Other systems also show substantial improvements, AML improves the F-measure by 8, JarvisOM by 13 and LogMap by around 4 percentage points. Closer inspection shows that for different systems the improvement of F-measure can be attributed to different factors. For example, in the case of ServOMBI and LogMap interaction with the user improved precision while recall experienced only slight improvement. On the other hand, JarvisOM improved recall substantially while keeping similar level of precision. Finally, AML improved precision by 10 and recall by 6 percentage points which contributed to a higher F-measure.

As expected, the results start deteriorating when introducing the error in the oracle’s answers. Interestingly, even with the error rate of 0.3 (Table 23) most systems perform similar (with respect to the F-measure) to their non-interactive version. For example, AML’s F-measure in the case with 0.3 error rate is only 1 percentage point worse than the non-interactive one. The most substantial difference is in the case of ServOMBI with an oracle with the error rate of 0.3 where the system achieves around 5 percentage points worse result w.r.t. F-measure than in the non-interactive version. Again closer inspection shows that different systems are affected in different ways when errors are introduced. For example, if we compare the 0.0 and 0.3 case, we can see that for AML, precision is affected by 11 and recall by 6 percentage points. In the case of JarvisOM, precision drops by 19 while recall drops by only 4 percentage points. LogMap is affected in a similar manner and its precision drops by 9 while the recall drops by only 3 percentage points. Finally, the most substantial change is in the case of ServOMBI where the precision drops from 100% to 66% and the recall shows a drop of 22 percentage points. Like in the Anatomy dataset, LogMap and ServOMBI also show a drop in performance in relation to the oracle’s reference with the increase of the error rate, which indicates a supralinear impact of the errors. AML again shows a constant performance, which is a different behavior than in the anatomy case.

When it comes to the number of request to the oracle, 3 out of 4 systems do around 150 requests while ServOMBI does most requests, namely 550. AML, JarvisOM and LogMap do not repeat their requests while around 40% of requests done by ServOMBI are repeated requests. Across the three runs and different error rates the AML and LogMap mean times between requests for all tasks are less than 3 ms. On the other
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.94</td>
<td>0.84</td>
<td>0.82</td>
<td>0.74</td>
<td>0.72</td>
<td>0.66</td>
<td>0.94</td>
<td>0.82</td>
<td>0.72</td>
<td>147.0</td>
<td>53.0</td>
<td>94.0</td>
<td>0.00</td>
<td>0.0</td>
<td>28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.81</td>
<td>0.84</td>
<td>0.65</td>
<td>0.52</td>
<td>0.55</td>
<td>0.37</td>
<td>0.81</td>
<td>0.65</td>
<td>0.55</td>
<td>154.0</td>
<td>38.0</td>
<td>116.0</td>
<td>0.00</td>
<td>0.0</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.87</td>
<td>0.80</td>
<td>0.72</td>
<td>0.68</td>
<td>0.62</td>
<td>0.59</td>
<td>0.87</td>
<td>0.72</td>
<td>0.62</td>
<td>157.0</td>
<td>52.0</td>
<td>105.0</td>
<td>0.00</td>
<td>0.0</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>1.00</td>
<td>0.56</td>
<td>0.79</td>
<td>0.57</td>
<td>0.65</td>
<td>0.59</td>
<td>1.00</td>
<td>0.79</td>
<td>0.65</td>
<td>535.0</td>
<td>156.0</td>
<td>139.0</td>
<td>0.00</td>
<td>0.0</td>
<td>50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 20. Conference dataset – perfect oracle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.91</td>
<td>0.84</td>
<td>0.79</td>
<td>0.74</td>
<td>0.71</td>
<td>0.66</td>
<td>0.94</td>
<td>0.82</td>
<td>0.73</td>
<td>147.3</td>
<td>48.3</td>
<td>85.3</td>
<td>8.7</td>
<td>5.0</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.73</td>
<td>0.84</td>
<td>0.61</td>
<td>0.52</td>
<td>0.53</td>
<td>0.37</td>
<td>0.77</td>
<td>0.64</td>
<td>0.55</td>
<td>154.0</td>
<td>34.3</td>
<td>107.0</td>
<td>10.3</td>
<td>2.3</td>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.83</td>
<td>0.80</td>
<td>0.69</td>
<td>0.68</td>
<td>0.69</td>
<td>0.59</td>
<td>0.84</td>
<td>0.69</td>
<td>0.59</td>
<td>157.0</td>
<td>45.7</td>
<td>93.3</td>
<td>12.3</td>
<td>6.3</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.89</td>
<td>0.56</td>
<td>0.70</td>
<td>0.57</td>
<td>0.57</td>
<td>0.59</td>
<td>1.00</td>
<td>0.78</td>
<td>0.64</td>
<td>555.3</td>
<td>137.7</td>
<td>126.3</td>
<td>16.7</td>
<td>18.7</td>
<td>51</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 21. Conference dataset – error rate 0.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.87</td>
<td>0.84</td>
<td>0.77</td>
<td>0.74</td>
<td>0.69</td>
<td>0.66</td>
<td>0.94</td>
<td>0.82</td>
<td>0.73</td>
<td>149.0</td>
<td>45.0</td>
<td>76.3</td>
<td>17.3</td>
<td>10.3</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.67</td>
<td>0.84</td>
<td>0.58</td>
<td>0.52</td>
<td>0.52</td>
<td>0.37</td>
<td>0.77</td>
<td>0.65</td>
<td>0.56</td>
<td>155.0</td>
<td>28.7</td>
<td>97.3</td>
<td>22.7</td>
<td>6.3</td>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.81</td>
<td>0.80</td>
<td>0.69</td>
<td>0.68</td>
<td>0.59</td>
<td>0.59</td>
<td>0.81</td>
<td>0.68</td>
<td>0.58</td>
<td>158.0</td>
<td>40.0</td>
<td>84.7</td>
<td>22.0</td>
<td>12.0</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.80</td>
<td>0.56</td>
<td>0.61</td>
<td>0.57</td>
<td>0.50</td>
<td>0.59</td>
<td>1.00</td>
<td>0.77</td>
<td>0.62</td>
<td>554.7</td>
<td>122.0</td>
<td>110.7</td>
<td>29.0</td>
<td>34.0</td>
<td>50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 22. Conference dataset – error rate 0.2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>0.83</td>
<td>0.84</td>
<td>0.73</td>
<td>0.74</td>
<td>0.69</td>
<td>0.66</td>
<td>0.94</td>
<td>0.82</td>
<td>0.73</td>
<td>148.7</td>
<td>35.3</td>
<td>68.0</td>
<td>24.7</td>
<td>20.7</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0.66</td>
<td>0.84</td>
<td>0.56</td>
<td>0.52</td>
<td>0.51</td>
<td>0.37</td>
<td>0.74</td>
<td>0.65</td>
<td>0.58</td>
<td>154.0</td>
<td>24.3</td>
<td>88.0</td>
<td>32.0</td>
<td>10.0</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogMap</td>
<td>0.78</td>
<td>0.80</td>
<td>0.67</td>
<td>0.68</td>
<td>0.59</td>
<td>0.59</td>
<td>0.79</td>
<td>0.66</td>
<td>0.57</td>
<td>154.0</td>
<td>37.7</td>
<td>70.7</td>
<td>31.3</td>
<td>14.3</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ServOMBI</td>
<td>0.66</td>
<td>0.56</td>
<td>0.52</td>
<td>0.57</td>
<td>0.43</td>
<td>0.59</td>
<td>1.00</td>
<td>0.77</td>
<td>0.63</td>
<td>589.7</td>
<td>105.0</td>
<td>103.7</td>
<td>48.0</td>
<td>51.3</td>
<td>50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 23. Conference dataset – error rate 0.3
Fig. 4. The Y axis depicts the average time between the requests per task in the Conference dataset (whiskers: Q1-1.5IQR, Q3+1.5IQR, IQR=Q3-Q1). The labels under the system names show the average number of requests and the mean time between the requests (calculated by taking the average of the average request intervals per task) for the three runs and all tasks.

hand, mean time between requests for ServOMBI and JarvisOM are around 30 and 10 ms respectively. While in most cases there is little to no delay between requests, there are some outliers. These are most prominent for ServOMBI where some requests were delayed for around 2 seconds which is substantially longer than the mean.

This year we have two systems, AML and LogMap, which competed in the last year’s campaign. When comparing to the results of last year (perfect oracle), AML improved its F-measure by around 2 percentage points. This increase can be accounted to increased precision (increase of around 3 percentage points). On the other hand, LogMap shows a slight decrease in recall and precision, and hence, in F-measure.

8.6 Results for the largebio dataset

Tables 24, 25, 26 and 27 below present the results for the largebio dataset with four different error rates. The “precision oracle”, “recall oracle” and “F-measure oracle” columns contain the evaluation results “according to the oracle”, meaning against the oracle’s alignment, i.e., the reference alignment as modified by the randomly introduced errors. Figure 5 shows the average requests intervals per task (6 tasks in total) between
the questions to the user/oracle for the different systems and error rates for all tasks and a single run. The first number under the system names is the average number of requests and the second number is the average period of the average requests intervals for all tasks in the run.

Of the four systems participating in this track this year, only AML and LogMap were able to complete the full largebio dataset. ServOMBI was only able to match the FMA-NCI small fragments and FMA-SNOMED small fragments, whereas JarvisOM was unable to complete any of the tasks. Therefore, ServOMBI’s results are partial, and not directly comparable with those of the other systems (marked with * in the results table and Figure 5).

With an all-knowing oracle (Table 24), AML, LogMap and ServOMBI all improved their performance in comparison with the non-interactive version of the largebio track. The biggest improvement in F-measure was achieved by LogMap with 4, followed by AML with 3, then ServOMBI with 2 percentage points. AML showed the greatest improvement in terms of recall, but also increased its precision substantially; LogMap had the greatest improvement in terms of precision, but also showed a significant increase in recall; and ServOMBI improved essentially only with regard to precision, obtaining 100% as in the other datasets.

The introduction of (simulated) user errors had a very different effect on the three systems: AML shows a slight drop in performance of 3 percentage points in F-measure between 0 and 0.3 error rate (Table 27), and is only slightly worse than its non-interactive version at 0.3 error rate; LogMap shows a more pronounced drop of 6 percentage points in F-measure; and ServOMBI shows a substantial drop of 17 percentage points in F-measure. Unlike in the other datasets, all systems are affected significantly by the error with regard to both precision and recall. Like in the other datasets, AML shows a constant performance in relation to the oracle’s reference, indicating a linear impact of the errors, whereas the other two systems decrease in performance as the error increases, indicating a supralinear impact of the errors.

Regarding the number of request to the oracle, AML was the more sparing system, with only 10,217, whereas LogMap made almost three times as many requests (27,436). ServOMBI was again the more inquisitive system, with 21,416 requests on only the two smallest tasks in the dataset (for comparison, AML made only 1,823 requests on these two tasks and LogMap made 6,602). As in the other datasets, ServOMBI was the only system to make redundant requests to the oracle. Interestingly, both LogMap and ServOMBI increased the number of requests with the error, whereas AML had a constant number of requests. Figure 5 presents a comparison between the systems regarding the average time periods for all tasks at which the system presents a question to the user. Across the different error rates the average requests intervals for all tasks for AML and LogMap are around 0 millisecond. For ServOMBI they are slightly higher (25 milliseconds on average) but a manual inspection of the results shows some intervals larger than 1 second (often those are between some of the last requests the system performs).

8.7 Discussion

This year is the first time we have considered a non-perfect domain expert, i.e., a domain expert which can provide wrong answers. As expected, the performance of the
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AML</strong></td>
<td>0.94</td>
<td>0.91</td>
<td>0.85</td>
<td>0.82</td>
<td>0.77</td>
<td>0.75</td>
<td>0.94</td>
<td>0.85</td>
<td>0.77</td>
<td>10217</td>
<td>10217</td>
<td>5126</td>
<td>5091</td>
<td>2877</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LogMap</strong></td>
<td>0.97</td>
<td>0.90</td>
<td>0.83</td>
<td>0.79</td>
<td>0.73</td>
<td>0.71</td>
<td>0.97</td>
<td>0.83</td>
<td>0.73</td>
<td>27436</td>
<td>27436</td>
<td>17050</td>
<td>10386</td>
<td>3803</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ServOMBI</strong></td>
<td>1.00</td>
<td>0.97</td>
<td>0.85</td>
<td>0.83</td>
<td>0.74</td>
<td>0.74</td>
<td>1.00</td>
<td>0.85</td>
<td>0.74</td>
<td>21416</td>
<td>9424</td>
<td>8685</td>
<td>739</td>
<td>726</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 24. Largebio dataset – perfect oracle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AML</strong></td>
<td>0.92</td>
<td>0.91</td>
<td>0.82</td>
<td>0.82</td>
<td>0.75</td>
<td>0.75</td>
<td>0.94</td>
<td>0.85</td>
<td>0.77</td>
<td>10217</td>
<td>10217</td>
<td>4624</td>
<td>4658</td>
<td>485</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LogMap</strong></td>
<td>0.92</td>
<td>0.90</td>
<td>0.78</td>
<td>0.79</td>
<td>0.68</td>
<td>0.71</td>
<td>0.91</td>
<td>0.77</td>
<td>0.68</td>
<td>28890</td>
<td>28890</td>
<td>15753</td>
<td>10659</td>
<td>1181</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ServOMBI</strong></td>
<td>0.99</td>
<td>0.97</td>
<td>0.74</td>
<td>0.83</td>
<td>0.59</td>
<td>0.74</td>
<td>1.00</td>
<td>0.81</td>
<td>0.69</td>
<td>23968</td>
<td>9541</td>
<td>7431</td>
<td>661</td>
<td>628</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 25. Largebio dataset – error rate 0.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AML</strong></td>
<td>0.93</td>
<td>0.91</td>
<td>0.84</td>
<td>0.82</td>
<td>0.76</td>
<td>0.75</td>
<td>0.94</td>
<td>0.85</td>
<td>0.77</td>
<td>10217</td>
<td>10217</td>
<td>4624</td>
<td>4658</td>
<td>485</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LogMap</strong></td>
<td>0.92</td>
<td>0.90</td>
<td>0.78</td>
<td>0.79</td>
<td>0.68</td>
<td>0.71</td>
<td>0.91</td>
<td>0.77</td>
<td>0.68</td>
<td>28890</td>
<td>28890</td>
<td>15753</td>
<td>10659</td>
<td>1181</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ServOMBI</strong></td>
<td>0.99</td>
<td>0.97</td>
<td>0.74</td>
<td>0.83</td>
<td>0.59</td>
<td>0.74</td>
<td>1.00</td>
<td>0.81</td>
<td>0.69</td>
<td>23968</td>
<td>9541</td>
<td>7431</td>
<td>661</td>
<td>628</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 26. Largebio dataset – error rate 0.2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AML</strong></td>
<td>0.91</td>
<td>0.91</td>
<td>0.82</td>
<td>0.82</td>
<td>0.75</td>
<td>0.75</td>
<td>0.94</td>
<td>0.85</td>
<td>0.77</td>
<td>10217</td>
<td>10217</td>
<td>3737</td>
<td>3637</td>
<td>1537</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LogMap</strong></td>
<td>0.90</td>
<td>0.90</td>
<td>0.77</td>
<td>0.79</td>
<td>0.68</td>
<td>0.71</td>
<td>0.87</td>
<td>0.74</td>
<td>0.65</td>
<td>31504</td>
<td>31504</td>
<td>13035</td>
<td>10147</td>
<td>2669</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ServOMBI</strong></td>
<td>0.98</td>
<td>0.97</td>
<td>0.68</td>
<td>0.83</td>
<td>0.52</td>
<td>0.74</td>
<td>1.00</td>
<td>0.79</td>
<td>0.66</td>
<td>25580</td>
<td>9600</td>
<td>6818</td>
<td>652</td>
<td>192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 27. Largebio dataset – error rate 0.3
systems deteriorated with the increase of the error rate. However, an interesting observation is that the errors had different impact on different systems reflecting the different interactive strategies employed by the systems. In some cases, erroneous answers from the oracle had the highest impact on the recall, in other cases on the precision, and in others still both measures were significantly affected. Also interesting is the fact that the impact of the errors was linear in some systems and supralinear in others, as reflected by their performance in relation to the oracle’s alignment. A supralinear impact of the errors indicates that the system is making inferences from the user and thus deciding on the classification of multiple correspondence candidates based on user feedback about only one correspondence. This is an effective strategy for reducing the burden on the user, but alas leaves the matching system more susceptible to user errors. An extreme example of this is JarvisOM on the Anatomy dataset, as it uses an active-learning approach based on solely 7 user requests, and consequently is profoundly affected when faced with user errors given the size of the Anatomy dataset alignment. Curiously, this system behaves very differently in the Conference dataset, showing a linear impact of the errors, as in this case 7 requests (which is the average number it makes per task).
represent a much more substantial portion of the Conference alignments (50%) and thus leads to less inferences and consequently less impact of errors.

Apart from JarvisOM, all the systems make use of user interactions exclusively in post-matching steps to filter their candidate correspondences. LogMap and AML both request feedback on only selected correspondence candidates (based on their similarity patterns or their involvement in unsatisfiabilities). By contrast, ServOMBI employs the user to validate all its correspondence candidates (after two distinct matching stages), which corresponds to user validation rather than interactive matching. Consequently, it makes a much greater number of user requests than the other systems, and in being the system most dependent on the user, is also the one most affected by user errors.

With regard still to the number of user requests, it is interesting to note that both ServOMBI and LogMap generally increased the number of requests with the error, whereas AML and JarvisOM kept their number approximately constant. The increase is natural, as user errors can lead to more complex decision trees when interaction is used in filtering steps and inferences are drawn from the user feedback (such as during alignment repair) which leads to an increased number of subsequent requests. JarvisOM is not affected by this because it uses interaction during matching and makes a fixed 7-8 requests per matching task, whereas AML prevents it by employing a maximum query limit and stringent stopping criteria.

Two models for system response times are frequently used in the literature [7]: Shneiderman and Seow take different approaches to categorize the response times. Shneiderman takes task-centered view and sort out the response times in four categories according to task complexity: typing, mouse movement (50-150 ms), simple frequent tasks (1 s), common tasks (2-4 s) and complex tasks (8-12 s). He suggests that the user is more tolerable to delays with the growing complexity of the task at hand. Unfortunately no clear definition is given for how to define the task complexity. The Seow’s model looks at the problem from a user-centered perspective by considering the user expectations towards the execution of a task: instantaneous (100-200 ms), immediate (0.5-1 s), continuous (2-5 s), captive (7-10 s); Ontology matching is a cognitively demanding task and can fall into the third or forth categories in both models. In this regard the response times (request intervals as we call them above) observed with the Anatomy dataset (with the exception of several measurements for ServOMBI) fall into the tolerable and acceptable response times in both models. The same applies for the average requests intervals for the 6 tasks in the largebio dataset. The average request intervals for the Conference dataset are lower (with the exception of ServOMBI) than those discussed for the Anatomy dataset. It could be the case however that the user could not take advantage of very low response times because the task complexity may result in higher user response time (analogically it measures the time the user needs to respond to the system after the system is ready).

9 Ontology Alignment For Query Answering (OA4QA)

Ontology matching systems rely on lexical and structural heuristics and the integration of the input ontologies and the alignments may lead to many undesired logical consequences. In [21], three principles were proposed to minimize the number of potentially
unintended consequences, namely: (i) **consistency principle**, the alignment should not lead to unsatisfiable classes in the integrated ontology; (ii) **locality principle**, the correspondences should link entities that have similar neighborhoods; (iii) **conservativity principle**, the alignments should not introduce alterations in the classification of the input ontologies. The occurrence of these violations is frequent, even in the reference alignments sets of the Ontology Alignment Evaluation Initiative (OAEI) [35, 36].

Violations to these principles may hinder the usefulness of ontology matching. The practical effect of these violations, however, is clearly evident when ontology alignments are involved in complex tasks such as query answering [26]. The traditional tracks of OAEI evaluate ontology matching systems w.r.t. scalability, multi-lingual support, instance matching, reuse of background knowledge, etc. Systems’ effectiveness is, however, only assessed by means of classical information retrieval metrics, i.e., precision, recall and F-measure, w.r.t. a manually-curated reference alignment, provided by the organizers. The OA4QA track [37], introduced in 2015, evaluates these same metrics, with respect to the ability of the generated alignments to enable the answer of a set of queries in an ontology-based data access (OBDA) scenario, where several ontologies exist. Our target scenario is an OBDA scenario where one ontology provides the vocabulary to formulate the queries (QF-Ontology) and the second is linked to the data and it is not visible to the users (DB-Ontology). Such OBDA scenario is presented in real-world use cases, e.g., the Optique project [19, 24, 35]. The integration via ontology alignment is required since only the vocabulary of the DB-Ontology is connected to the data. OA4QA will also be key for investigating the effects of logical violations affecting the computed alignments, and evaluating the effectiveness of the repair strategies employed by the matchers.

### 9.1 Dataset

The set of ontologies coincides with that of the conference track (§5), in order to facilitate the understanding of the queries and query results. The dataset is however extended with synthetic ABoxes, extracted from the DBLP dataset.16

Given a query $q$ expressed using the vocabulary of ontology $O_1$, another ontology $O_2$ enriched with synthetic data is chosen. Finally, the query is executed over the aligned ontology $O_1 \cup M \cup O_2$, where $M$ is an alignment between $O_1$ and $O_2$. Here $O_1$ plays the role of QF-Ontology, while $O_2$ that of DB-Ontology.

### 9.2 Query evaluation engine

The considered evaluation engine is an extension of the OWL 2 reasoner HømIT, known as OWL-BGP17 [25]. OWL-BGP is able to process SPARQL queries in the SPARQL-OWL fragment, under the OWL 2 Direct Semantics entailment regime [25]. The queries employed in the OA4QA track are standard conjunctive queries, that are fully supported by the more expressive SPARQL-OWL fragment. SPARQL-OWL, for instance, also

---

15 [http://www.optique-project.eu](http://www.optique-project.eu)
16 [http://dblp.uni-trier.de/xml/](http://dblp.uni-trier.de/xml/)
17 [https://code.google.com/p/owl-bgp/](https://code.google.com/p/owl-bgp/)
support queries where variables occur within complex class expressions or bind to class or property names.

9.3 Evaluation metrics and gold standard

The evaluation metrics used for the OA4QA track are the classic information retrieval ones, i.e., precision, recall and F-measure, but on the result set of the query evaluation. In order to compute the gold standard for query results, the publicly available reference alignments ra1 has been manually revised. The aforementioned metrics are then evaluated, for each alignment computed by the different matching tools, against the ra1, and manually repaired version of ra1 from conservativity and consistency violations, called rar1 (not to be confused with ra2 alignment of the conference track).

Three categories of queries are considered in OA4QA: (i) basic queries: instance retrieval queries for a single class or queries involving at most one trivial correspondence (that is, correspondences between entities with (quasi-)identical names), (ii) queries involving (consistency or conservativity) violations, (iii) advanced queries involving nontrivial correspondences.

For unsatisfiable ontologies, we tried to apply an additional repair step, that consisted in the removal of all the individuals of incoherent classes. In some cases, this allowed to answer the query, and depending on the classes involved in the query itself, sometimes it did not interfere in the query answering process.

9.4 Impact of the mappings in the query results

The impact of unsatisfiable ontologies, related to the consistency principle, is immediate. The conservativity principle, compared to the consistency principle, received less attention in literature, and its effects in a query answering process is probably less known. For instance, consider the aligned ontology O_d computed using confof and ekaw as input ontologies (O_confof and O_ekaw, respectively), and the ra1 reference alignment between them. O_d entails ekaw:Student ⊑ ekaw:Conf_Participant, while O_ekaw does not, and therefore this represents a conservativity principle violation [35]. Clearly, the result set for the query q(x) ← ekaw:Conf_Participant(x) will erroneously contain any student not actually participating at the conference. The explanation for this entailment in O_d is given below, where Axioms 1 and 3 are correspondences from the reference alignment.

\[
\begin{align*}
\text{confof:Scholar} & \equiv \text{ekaw:Student} \\
\text{confof:Scholar} & \subseteq \text{confof:Participant} \\
\text{confof:Participant} & \equiv \text{ekaw:Conf_Participant}
\end{align*}
\]

In what follows, we provide possible (minimal) alignment repairs for the aforementioned violation:

- the weakening of Axiom 1 into confof:Scholar \nsubseteq ekaw:Student,
- the weakening of Axiom 3 into confof:Participant \nsubseteq ekaw:Conf_Participant.
Repair strategies could disregard weakening in favor of complete correspondence removal, in this case the removal of either Axiom 1, or Axiom 3 could be possible repairs. Finally, for strategies including the input ontologies as a possible repair target, the removal of Axiom 2 can be proposed as a legal solution to the problem.

9.5 Results

Table 28 shows the average precision, recall and f-measure results for the whole set of queries. Matchers are evaluated on 18 queries in total, for which the sum of expected answers is 1724. Some queries have only 1 answer while other have as many as 196. AML, DKPAOM, LogMap, LogMap-C and XMap were the only matchers whose alignments allowed to answer all the queries of the evaluation.

AML was the best performing tool for what concerns averaged precision (same value as XMAP), recall (same value as LogMap) and F-measure, closely followed by LogMap, LogMap-C and XMap.

Considering Table 28, the difference in results between the publicly available reference alignment of conference track (ra1) and its repaired version (rar1, not to be confused with ra2 of the conference track) was not significant. The F-measure ranking between the two reference alignments is almost totally preserved, the only notable variation concerns Lily, which is ranked 11th w.r.t. ra1, and 9th w.r.t. rar1 (improving its results w.r.t. GMap and LogMapLt).

If we compare Table 28 (the results of the present track) and Table 6, page 14 (w.r.t. the results of conference track) we can see that 3 out of 4 matchers in the top-4 ranking are shared, even if the ordering is different. Considering rar1 alignment, the gap between the best performing matchers and the others is highlighted, and it also allows to differentiate more among the least performing matchers, and seems therefore more suitable as a reference alignment in the context of the OA4QA track evaluation.

Comparing Table 28 to Table 6 for what concerns the logical violations of the different matchers participating at the conference track, it seems that a negative correlation between the ability of answering queries and the average degree of incoherence of the matchers exists. For instance, taking into account the different positions in the ranking of LogMapLt (the version of LogMap not equipped with logical repair facilities), we can see that it is penalized more in our test case than in the traditional conference track, due to its target scenario. ServOMBI, instead, even if presenting many violations and even if most of its alignment is suffering from incoherences, is in general able to answer enough of the test queries (6 out of 18).

LogMapC, to the best of our knowledge the only ontology matching systems fully addressing conservativity principle violations, did not outperform LogMap, because some correspondences removed by its extended repair capabilities prevented to answer one of the queries (the result set was empty as an effect of correspondence removal).

9.6 Conclusions

Alignment repair does not only affect precision and recall while comparing the computed alignment w.r.t. a reference alignment, but it can enable or prevent the capability
Table 28. OA4QA track, averaged precision and recall (over the single queries), for each matcher. F-measure, instead, is computed using the averaged precision and recall. Matchers are sorted on their F-measure values for ra1.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Answered queries</th>
<th>ra1</th>
<th></th>
<th></th>
<th>ra1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prec</td>
<td>F-m</td>
<td>Rec</td>
<td></td>
<td>F-m</td>
<td>Rec</td>
</tr>
<tr>
<td>AML</td>
<td>18/18</td>
<td>0.78</td>
<td>0.76</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>LogMap</td>
<td>18/18</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>XMAP</td>
<td>18/18</td>
<td>0.78</td>
<td>0.72</td>
<td>0.68</td>
<td>0.72</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>LogMapC</td>
<td>18/18</td>
<td>0.72</td>
<td>0.71</td>
<td>0.69</td>
<td>0.72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>COMMAND</td>
<td>14/18</td>
<td>0.72</td>
<td>0.66</td>
<td>0.61</td>
<td>0.69</td>
<td>0.62</td>
<td>0.56</td>
</tr>
<tr>
<td>DKPAOM</td>
<td>18/18</td>
<td>0.67</td>
<td>0.64</td>
<td>0.62</td>
<td>0.67</td>
<td>0.66</td>
<td>0.65</td>
</tr>
<tr>
<td>Mamba</td>
<td>14/18</td>
<td>0.71</td>
<td>0.61</td>
<td>0.53</td>
<td>0.71</td>
<td>0.61</td>
<td>0.54</td>
</tr>
<tr>
<td>CroMatcher</td>
<td>12/18</td>
<td>0.70</td>
<td>0.57</td>
<td>0.48</td>
<td>0.61</td>
<td>0.49</td>
<td>0.4</td>
</tr>
<tr>
<td>LogMapLt</td>
<td>11/18</td>
<td>0.70</td>
<td>0.52</td>
<td>0.42</td>
<td>0.58</td>
<td>0.43</td>
<td>0.35</td>
</tr>
<tr>
<td>GMap</td>
<td>9/18</td>
<td>0.65</td>
<td>0.49</td>
<td>0.39</td>
<td>0.61</td>
<td>0.43</td>
<td>0.33</td>
</tr>
<tr>
<td>Lily</td>
<td>11/18</td>
<td>0.64</td>
<td>0.47</td>
<td>0.37</td>
<td>0.64</td>
<td>0.48</td>
<td>0.39</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>17/18</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.41</td>
<td>0.39</td>
</tr>
<tr>
<td>ServOMBI</td>
<td>6/18</td>
<td>0.67</td>
<td>0.33</td>
<td>0.22</td>
<td>0.67</td>
<td>0.33</td>
<td>0.22</td>
</tr>
<tr>
<td>RSDLWB</td>
<td>6/18</td>
<td>0.39</td>
<td>0.25</td>
<td>0.18</td>
<td>0.39</td>
<td>0.19</td>
<td>0.13</td>
</tr>
</tbody>
</table>

of an alignment to be used in a query answering scenario. As experimented in the evaluation, the conservativity violations repair technique of LogMapC on one hand improved its performances on some queries w.r.t. LogMap matcher, but in one cases it actually prevented to answer a query due to a missing correspondence. This conflicting effect in the process of query answering imposes a deeper reflection on the role of ontology alignment debugging strategies, depending on the target scenario, similarly to what already discussed in [30] for incoherence alignment debugging.

The results we presented depend on the considered set of queries. What clearly emerges is that the role of logical violations is playing a major role in our evaluation, and a possible bias due to the set of chosen queries can be mitigated by an extended set of queries and synthetic data. We hope that this will be useful in the further exploration of the findings of this first edition of the OA4QA track.

As a final remark, we would like to clarify that the entailment of new knowledge, obtained using the alignments, is not always negative, and conservativity principle violations can be false positives. Another extension to the current set of queries would target such false positives, with the aim of penalizing the indiscriminate repairs in presence of conservativity principle violations.

10 Instance matching

The instance matching track aims at evaluating the performance of matching tools identify relations between pairs of items/instances found in Aboxes. The track is organized in five independent tasks, namely author disambiguation (author-dis task), author recognition (author-rec task), value semantics (val-sem task), value structure (val-struct task), and value structure semantics (val-struct-sem task).
Each task is articulated in two tests, namely sandbox and mainbox, with different scales, i.e., number of instances to match:

- **Sandbox** (small scale) is an open test, meaning that the set of expected mappings, i.e., reference alignment, is given in advance to the participants.
- **Mainbox** (medium scale) is a blind test, meaning that the reference alignment is not given in advance to the participants.

Each test contains two datasets called source and target and the goal is to discover the matching pairs, i.e., mappings, among the instances in the source dataset and the instances in the target dataset.

For the sake of clarity, we split the presentation of task results in two different sections as follows.

10.1 **Results for author disambiguation (author-dis) and author recognition (author-rec) tasks**

The goal of author-dis and author-rec tasks is to discover links between pairs of OWL instances referring to the same person, i.e., author, based on their publications. In both tasks, expected mappings are 1:1 (one person of the source dataset corresponds to exactly one person of the target dataset and vice versa).

About the author-dis task, in both source and target datasets, authors and publications are described as instances of the classes \texttt{http://islab.di.unimi.it/imoaei2015\#Person} and \texttt{http://islab.di.unimi.it/imoaei2015\#Publication}, respectively. Publications are associated with the corresponding person instance through the property \texttt{http://islab.di.unimi.it/imoaei2015\#author_of}. Author and publication information are differently described in the two datasets. For example, only the first letter of author names and the initial part of publication titles are shown in the target dataset while the full strings are provided in the source datasets. The matching challenge regards the capability to resolve such a kind of ambiguities on author and publication descriptions.

About the author-rec task, author and publication descriptions in the source dataset are analogous to those in the author-dis task. As a difference, in the target dataset, each author/person is only associated with a publication titled “Publication report” containing aggregated information, such as number of publications, h-index, years of activity, and number of citations. The matching challenge regards the capability to link a person in the source dataset with the person in the target dataset containing the corresponding publication report.

Participants to author-dis and author-rec tasks are EXONA, InsMT+, Lily, LogMap, and RiMOM. Results are shown in Table 29 and 30, respectively.

For each tool, we provide the number of mapping expected in the ground truth, the number of mapping actually retrieved by the tool, and tool performances in terms of precision, recall, and F-measure.

On the author-dis task, we note that good results in terms of precision and recall are provided by all the participating tools. As a general remark, precision values are slightly better than recall values. This behavior highlights the consolidated maturity of
### Table 29. Results of the author-dis task (.99* should have been rounded to 1.0).

<table>
<thead>
<tr>
<th>Exp. mappings</th>
<th>Retr. mappings</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>InsMT+</td>
<td>854</td>
<td>722</td>
<td>0.83</td>
<td>0.76</td>
</tr>
<tr>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>LogMap</td>
<td>854</td>
<td>779</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Mainbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXONA</td>
<td>8428</td>
<td>144827</td>
<td>0.0</td>
<td>NaN</td>
</tr>
<tr>
<td>InsMT+</td>
<td>8428</td>
<td>7372</td>
<td>0.76</td>
<td>0.71</td>
</tr>
<tr>
<td>Lily</td>
<td>8428</td>
<td>8428</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>LogMap</td>
<td>7030</td>
<td>779</td>
<td>0.99*</td>
<td>0.91</td>
</tr>
<tr>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.91</td>
<td>0.91</td>
</tr>
</tbody>
</table>

### Table 30. Results of the author-rec task (.99* should have been rounded to 1.0).

<table>
<thead>
<tr>
<th>Exp. mappings</th>
<th>Retr. mappings</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>InsMT+</td>
<td>854</td>
<td>90</td>
<td>0.56</td>
<td>0.11</td>
</tr>
<tr>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>LogMap</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Mainbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXONA</td>
<td>8428</td>
<td>8428</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>InsMT+</td>
<td>8428</td>
<td>961</td>
<td>0.25</td>
<td>0.05</td>
</tr>
<tr>
<td>Lily</td>
<td>8428</td>
<td>8424</td>
<td>0.99*</td>
<td>0.99*</td>
</tr>
<tr>
<td>LogMap</td>
<td>8436</td>
<td>779</td>
<td>0.99*</td>
<td>0.99*</td>
</tr>
<tr>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.99*</td>
<td>0.99*</td>
</tr>
</tbody>
</table>

instance matching tools when the alignment goal is to handle syntax modifications in instance descriptions. On the author-rec task, the differences in tool performances are more marked. In particular, we note that Lily, LogMap, and RiMOM have better results than EXONA and InsMT+. Probably, this is due to the fact that the capability to align the summary publication report to the appropriate author requires reasoning functionalities that are available to only a subset of the participating tools. The distinction between sandbox and mainbox tests puts in evidence that the capability to handle large-scale datasets is complicated for most of the participating tools. We note that LogMap and RiMOM are the best performing tools on the mainbox tests, but very-long execution times usually characterize participants in the execution of large-scale tests. We argue that this is a forthcoming challenging issue in the field of instance matching, on which further experimentations and tests need to focus in the future competitions.
10.2 Results for value semantics (val-sem), value structure (val-struct), and value structure semantics (val-struct-sem) tasks

The val-sem, val-struct, and val-struct-sem tasks are three evaluation tasks of instance matching tools where the goal is to determine when two OWL instances describe the same real world object. The datasets have been produced by altering a set of source data and generated by SPIMBENCH [32] with the aim to generate descriptions of the same entity where value-based, structure-based and semantics-aware transformations are employed in order to create the target data. The value-based transformations consider mainly typographical errors and different data formats, the structure-based transformations consider transformations applied on the structure of object and datatype properties and the semantics-aware transformations are transformations at the instance level considering the schema. The latter are used to examine if the matching systems take into account RDFS and OWL constructs in order to discover correspondences between instances that can be found only by considering schema information.

We stress that an instance in the source dataset can have none or one matching counterpart in the target dataset. A dataset is composed of a Tbox and a corresponding Abox. Source and target datasets share almost the same Tbox (with some difference in the properties’ level, due to the structure-based transformations). Ontology is described through 22 classes, 31 datatype properties, and 85 object properties. From those properties, there is 1 an inverse functional property and 2 are functional properties. The sandbox scale is 10K instances while the mainbox scale is 100K instances.

We asked the participants to match the Creative Works instances (NewsItem, BlogPost and Programme) in the source dataset against the instances of the corresponding class in the target dataset. We expected to receive a set of links denoting the pairs of matching instances that they found to refer to the same entity. The datasets of the val-sem task have been produced by altering a set of source data through value-based and semantics-aware transformations, while val-struct through value-based and structure-based transformations and val-struct-sem task through value-based, structure-based and semantics-aware.

The participants to these tasks are LogMap and STRIM. For evaluation, we built a ground truth containing the set of expected links where an instance \(i_1\) in the source dataset is associated with an instance in the target dataset that has been generated as an altered description of \(i_1\).

The way that the transformations were done, was to apply value-based, structure-based and semantics-aware transformations, on different triples pertaining to one class instance. For example, regarding the val-struct task, for an instance \(u_1\), we performed a value-based transformation on its triple \((u_1, p_1, o_1)\) where \(p_1\) is a data type property and a structure-based transformation on its triple \((u_1, p_2, o_2)\).

The evaluation has been performed by calculating precision, recall, and F-measure and results are provided in Tables 31, 32, 33.

The main comment is that the quality of the results for both LogMap and STRIM is very high as we created the tasks val-sem, val-struct, and val-struct-sem in order to be the easiest ones. LogMap and STRIM have consistent behavior for the sandbox and the mainbox tasks, a fact that shows that both systems can handle different sizes of data without reducing their performance.
LogMap’s performance drops for tasks that consider structure-based transformations (val-struct and val-struct-sem). Also, it produces links that are quite often correct (resulting in a good precision) but fails in capturing a large number of the expected links (resulting in a lower recall). STRIM’s performance drops for tasks that consider semantics-aware transformations (val-sem and val-struct-sem) as expected. The probability of capturing a correct link is high, but the probability of a retrieved link to be correct is lower, resulting in a high recall but not equally high precision.

<table>
<thead>
<tr>
<th>Exp. mappings</th>
<th>Retr. mappings</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>9649</td>
<td>10641</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>LogMap</td>
<td>9649</td>
<td>8350</td>
<td>0.99</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>97256</td>
<td>106232</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>LogMap</td>
<td>97256</td>
<td>83880</td>
<td>0.99*</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 31. Results of the value-semantics task (.99* should have been rounded to 1.0).

<table>
<thead>
<tr>
<th>Exp. mappings</th>
<th>Retr. mappings</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>10601</td>
<td>10657</td>
<td>0.99</td>
<td>0.99*</td>
</tr>
<tr>
<td>LogMap</td>
<td>10601</td>
<td>8779</td>
<td>0.99</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>106137</td>
<td>105352</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>106137</td>
<td>87137</td>
<td>0.99*</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 32. Results of the value-structure task (.99* should have been rounded to 1.0).

<table>
<thead>
<tr>
<th>Exp. mappings</th>
<th>Retr. mappings</th>
<th>Prec.</th>
<th>F-m.</th>
<th>Rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>9790</td>
<td>10639</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>LogMap</td>
<td>9790</td>
<td>7779</td>
<td>0.99</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainbox task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRIM</td>
<td>98144</td>
<td>106576</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>LogMap</td>
<td>98144</td>
<td>77983</td>
<td>0.99*</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 33. Results of the value-structure-semantics task (.99* should have been rounded to 1.0).
11 Lesson learned and suggestions

Here are lessons learned from running OAEI 2015:

A) This year indicated again that requiring participants to implement a minimal interface was not a strong obstacle to participation with some exceptions. Moreover, the community seems to get used to the SEALS infrastructure introduced for OAEI 2011.

B) It would be useful to tighten the rules for evaluation so that the we can again write that “All tests have been run entirely from the SEALS platform with the strict same protocol” and we do not end up with one evaluation setting tailored for each system. This does not mean that we should come back to the exact setting of two years ago, but that evaluators and tool developers should decide for one setting and stick to it (i.e. avoid system variants participating only in a concrete track).

C) This year, thanks to Daniel Faria, we updated the SEALS client to include the new functionalities introduced in the interactive matching track. We also updated the client to use the latest libraries which caused some trouble to some Jena developers.

D) This year, due to technical problems, we were missing the SEALS web portal, but this did not seem to affect the participation since the number of submitted systems increased with respect to 2014. In any case, we hope to bring back the SEALS portal for future OAEI campaigns.

E) As already proposed in previous years, it would be good to set the preliminary evaluation results by the end of July to avoid last minute errors and incompatibilities with the SEALS client.

F) Again, given the high number of publications on data interlinking, it is surprising to have so few participants to the instance matching track, although this number has increased. Nevertheless, we are in direct contact with data interlinking system developers that may be interested in integrating their benchmarks within the OAEI.

G) As in previous years we had a panel discussion session during the OM workshop where we discussed about hot topics and future lines for the OAEI. Among others, we discussed about the need of continuing the effort of improving the interactive track and adding uncertainty to the OAEI benchmarks (as in the Conference track). Furthermore we also analyzed the feasibility of joining efforts with the Process Model Matching Contest (PMMC): https://ai.wu.ac.at/emisa2015/contest.php. As a first step we planned to make available an interface to convert from/to a model specification to OWL in order to ease the participation of OAEI systems in the PMMC and vice versa.

Here are lessons learned per OAEI 2015 track:

A) Most of the systems participating in the Multifarm track pre-compiles a local dictionary in order to avoid multiple accesses to the translators within the matching process which would exceed the allowed (free) translation quota. For future years we may consider limiting the amount of local information a system can store.

B) In order to attract more instance matching systems to participate in value semantics (val-sem), value structure (val-struct), and value structure semantics (val-struct-sem) tasks, we need to produce benchmarks that have fewer instances (in the order of...
of 1000), of the same type (in our benchmark we asked systems to compare instances of different types). To balance those aspects, we must then produce benchmarks that are more complex i.e., contain more complex transformations.

C) In the largebio track we flagged incoherence-causing mappings (i.e., those removed by at least one of the used repair approaches: Alcomo [26], LogMap [20] or AML [31]) by setting their relation to "?" (unknown). These "?" mappings are neither considered as positive nor as negative when evaluating the participating ontology matching systems, but will simply be ignored. The interactive track uses the reference alignments of each track to simulate the user interaction or Oracle. This year, when simulating the user interaction with the largebio dataset, the Oracle returned "true" when asked about a mapping flagged as "unknown". However, we realized that returning true leads to erratic behavior (and loss of performance) for algorithms computing an interactive repair. Thus, as the role of user feedback during repair is extremely important, we should ensure that the Oracle’s behavior simulates it in a sensible manner.

D) Based on the uncertain reference alignment from the conference track we conclude that many more matchers provide alignments with a range of confidence values than in the past which better corresponds to human evaluation of the match quality.

E) In the interactive track we simulate users with different error rates, i.e., given a query about a mapping there is a random chance that the user is wrong. A "smart" interactive system could potentially ask the same question several times in order to mitigate the effect of the simulated error rate of the user. In the future we plan to extend the SEALS client to identify this potential behavior in interactive matching systems.

F) For the OA4QA track, both averaging F-measures and computing it from the averaged precision and recall values raised confusion while reporting the results. For the next edition we plan to use a global precision and recall (and consequently F-measure) on the combined result sets of all the query, similarly to what is already done in the conference track. One major challenge in the design of the new scoring function is to keep the scoring balanced despite differences in cardinality of the result sets of the single queries.

12 Conclusions

OAEI 2015 saw an increased number of participants. We hope to keep this trend next year. Most of the test cases are performed on the SEALS platform, including the instance matching track. This is good news for the interoperability of matching systems. The fact that the SEALS platform can be used for such a variety of tasks is also a good sign of its relevance.

Again, we observed improvements of runtimes. For example, all systems but two participating in the anatomy track finished in less than 15 minutes. As usual, most of the systems favor precision over recall. In general, participating matching systems do not take advantage of alignment repairing system and return sometimes incoherent alignments. This is a problem if their result has to be taken as input by a reasoning system.

This year we also evaluated ontology matching systems in query answering tasks. The track was not fully based on SEALS but it reused the computed alignments from
the conference track, which runs in the SEALS client. This new track shed light on
the performance of ontology matching systems with respect to the coherence of their
computed alignments.

A novelty of this year was an extended evaluation in the conference, interactive and
instance matching tracks. This brought interesting insights on the performances of such
systems and should certainly be continued.

Most of the participants have provided a description of their systems and their ex-
perience in the evaluation. These OAEI papers, like the present one, have not been peer
reviewed. However, they are full contributions to this evaluation exercise and reflect the
hard work and clever insight people put in the development of participating systems.
Reading the papers of the participants should help people involved in ontology match-
ing to find what makes these algorithms work and what could be improved. Sometimes,
participants offer alternate evaluation results.

The Ontology Alignment Evaluation Initiative will continue these tests by improv-
ing both test cases and testing methodology for being more accurate. Matching eval-
uation still remains a challenging topic, which is worth further research in order to
facilitate the progress of the field [33]. More information can be found at:

http://oaei.ontologymatching.org
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Abstract. AgreementMakerLight (AML) is an automated ontology matching system based primarily on element-level matching and on the use of external resources as background knowledge. This paper describes its configuration for the OAEI 2015 competition and discusses its results.

For this OAEI edition, we focused mainly on the Interactive Matching track due to its expansion, as handling user interactions on large-scale tasks is a critical challenge in ontology matching.

AML’s participation in the OAEI 2015 was successful, as it obtained the highest F-measure in 6 of the 7 ontology matching tracks. Notably, it obtained the highest F-measure in all tasks of the Interactive Matching track while posing less queries to the user than comparable participating systems.

1 Presentation of the system

1.1 State, purpose, general statement

AgreementMakerLight (AML) is an automated ontology matching system based primarily on lexical matching techniques, with an emphasis on the use of external resources as background knowledge and on alignment coherence. While originally focused on the biomedical domain, AML’s scope has been expanded, and it can now be considered a general-purpose ontology matching system, as evidenced by its results in last year’s OAEI.

AML was derived from AgreementMaker [1, 2] and combines its design principles (flexibility and extensibility) with a strong focus on efficiency and scalability [5]. It draws on the knowledge accumulated in AgreementMaker by reusing and adapting some of its components, but also includes a number of novel components such as an alignment repair module [11] and an automatic background knowledge source selection algorithm [4].

This year, our development of AML for the OAEI competition focused primarily on the Interactive Matching track, due to its expansion to include the Anatomy and Large Biomedical Ontologies datasets. Handling user feedback on large-scale tasks is a critical challenge in ontology matching, and was an aspect in which AML still had room for improvement.
1.2 Specific techniques used

The AML workflow for the OAEI 2015 is the same as last year, comprising the nine steps shown in Figure 1: ontology loading and profiling, translation, baseline matching, background knowledge matching, word and string matching, structural matching, property matching, selection, and repair.

![Diagram of AgreementMakerLight matching workflow for the OAEI 2015. Steps in dark gray are conditional.](attachment:image.png)

Ontology Loading & Profiling  AML employs the OWL API [6] to read the input ontologies and retrieve the necessary information to populate its own data structures [5]:

- Local names, labels and synonym annotations of Classes, Object Properties and Data Properties are normalized and stored into the Lexicon of the corresponding ontology. AML automatically derives new synonyms for each name by removing leading and trailing stop words [10], and by removing name sections within parenthesis.
- Domains and ranges of Object and Data Properties are stored in the Ontology in Property objects.
- Relations between classes (including disjointness) and between properties are stored in a global RelationshipMap.
- Cases of implicit disjointness between classes that have incompatible property restrictions in their definition (e.g., different values of a Functional Data Property such as has mass) are inferred and made explicit in the RelationshipMap as well.

AML does not store or use comments, definitions, or instances.

After loading, the matching problem is profiled taking into account the size of the ontologies, their language(s), and their property/class ratio.
Translation  AML features an automatic translation module based on Microsoft® Translator, which is called when there is no significant overlap between the language(s) of the input ontologies. AML employs this module to translate the names of all classes and properties from the language(s) of the first ontology to the language(s) of the second and vice-versa. The translation is done by querying Microsoft® Translator for the full name (rather than word-by-word) in order to help provide context. To improve performance, AML employs a cache strategy, by storing locally all translation results in dictionary files, and queries the Translator only when no stored translation is found.

Baseline Matching  AML employs an efficient, and generally precise, weighted string-equivalence algorithm, the Lexical Matcher [5], to obtain a baseline class alignment between the input ontologies.

Background Knowledge Matching  AML has available four sources of background knowledge which can be used as mediators between the input ontologies: the Uber Anatomy Ontology (Uberon) [8], the Human Disease Ontology (DOID) [12], the Medical Subject Headings (MeSH) [9], and the WordNet [7]. The WordNet is only used for small English language ontologies, as it is prone to produce erroneous mappings in other settings (particularly in domains with specialized vocabularies, such as the Life Science domain). It is used through the JAWS API ¹ and with the Lexical Matcher. The remaining three background knowledge sources are all specific to the biomedical domain, and thus are tested for all non-small English language ontologies, given that biomedical ontologies are seldom small. They are tested by measuring their mapping gain over the baseline alignment [4]. When the mapping gain is high (≥20%), the source is used to extend the Lexicons of the input ontologies [10]; otherwise, when it is above the minimum threshold (2%) they are used merely as mediators and their alignment is added to the baseline alignment. Uberon and DOID are both used in OWL format, and each has an additional table of pre-processed cross-references (in a text file). They can be used directly through the cross-references or with the Lexical Matcher. MeSH is used as a stored Lexicon file, which was produced by parsing its XML file, and is used only with the Lexical Matcher.

Word & String Matching  To further extend the alignment, AML employs a word-based similarity algorithm (the Word Matcher) and a string similarity algorithm (the Parametric String Matcher) [5]. The former is not used for very large ontologies, because it is error prone. The latter is used globally for small ontologies, but only locally for larger ones as it is time-consuming.

For small ontologies, AML also employs the Multi-Word Matcher, which matches closely related multi-word names that have matching words and/or words with common WordNet synonyms or close hypernyms, and the new Acronym Matcher, which attempts to match acronyms to the corresponding full name.

¹ http://lyle.smu.edu/~tspell/jaws/
**Structural Matching** For small and medium-sized ontologies, AML also employs a structural matching algorithm, called *Neighbor Similarity Matcher*, that is analogous to AgreementMaker’s Descendants Similarity Inheritance algorithm [3]. This algorithm computes similarity between two classes by propagating the similarity of their matched ancestors and descendants, using a weighting factor to account for distance.

**Property Matching** When the input ontologies have a high property/class ratio, AML also employs the *PropertyMatcher*. This algorithm first ensures that properties have the same type and corresponding/matching domains and ranges. If they do, it compares the properties’ names by doing a full-name match and computing word similarity, string similarity, and WordNet similarity.

**Selection** AML employs a greedy selection algorithm, the *Ranked Selector* [5], to reduce the cardinality of the alignment. Depending on the size of the input ontologies, one of three selection strategies is used: strict, permissive, or hybrid. In strict selection, no concurrent mappings (i.e., different mappings for the same class/property) are allowed and a strict 1-to-1 alignment is produced; in permissive selection, concurrent mappings are allowed if their similarity score is exactly the same; in hybrid selection, up to two mappings per class are allowed above 75% similarity, and permissive selection is applied below this threshold. For very large ontologies, AML employs a selection variant that consists on combining the (lexical) similarity between the classes with their structural similarity, prior to performing ranked selection. This strategy enables AML to select mappings that “fit in” structurally over those that are outliers but have a high lexical similarity.

In interactive matching mode, AML employs an interactive selection algorithm instead. This algorithm uses patterns in the similarity values produced by AML’s various matching algorithms to detect suspicious mappings. Above the high similarity threshold of 70%, AML queries the user for suspicious mappings, and accepts all other mappings as true. Below this threshold, AML automatically rejects suspicious mappings, and queries the user for all other mappings, until the minimum threshold of 45% is reached, the limit of consecutive negative answers is reached, or the query limit is reached, whichever happens first. The query limit is 45% of the alignment for small ontologies, and 15% of the alignment for all other ontologies (with a further 5% of the alignment reserved for interactive repair). It ensures that the workload for the user is kept within reasonable boundaries.

**Repair** AML employs a heuristic repair algorithm to ensure that the final alignment is coherent [11]. For the interactive matching track, AML employs an interactive variant of this algorithm, wherein the user is asked for feedback about the mappings selected for removal. This variant is not used on the Large Biomedical Ontologies dataset due to its particular evaluation, wherein mappings repaired from the reference alignment are ignored but considered true by the Oracle.
1.3 Adaptations made for the evaluation

The only adaptations made for the evaluation were the preprocessing of cross-references from Uberon and DOID for use in the Anatomy and Large Biomedical Ontologies tracks (due to namespace differences), and the precomputing of translations for the Multifarm track (due to Microsoft® Translator’s query limit).

1.4 Link to the system and parameters file

AML is an open source ontology matching system and is available through GitHub (https://github.com/AgreementMakerLight) as an Eclipse project, as a stand-alone Jar application, and as a package for running through the SEALS client.

2 Results

2.1 Anatomy

AML had almost identical results to last year, with an F-measure of 94% and a recall++ of 82%, making it the best performing system in this track this year as well. The only difference from last year’s alignment was one missing mapping due to a change in the structural matching algorithm.

2.2 Benchmark

AML had a small improvement in the Biblio Benchmark over last year, from 55% to 57%, likely due to the few refinements made in the processing of properties. However, its performance on the new Energy Benchmark was poor, with a recall of only 2%, and consequently a low F-measure as well (18%). This remains the only OAEI track where AML’s performance is sub-par, mainly due to the fact that involves instances, which AML currently does not read or process in any way.

2.3 Conference

AML had the best performance overall in the Conference track, with the highest F-measure on the full reference alignments ra1 and ra2 (74% and 70% respectively). It also had the highest F-measure in the class-only alignments, and the second-highest in the property-only alignments (notably with 100% precision). In comparison with last year, AML improved its F-measure by 3% with regard to ra2, thanks to the addition of the Acronym Matcher and to a few refinements in the processing of properties. Concerning the logical reasoning evaluation, AML was one of the five systems that produced alignments without consistency principle violations, and it had an average number of conservativity principle violations of 1.86 which is the sixth lowest overall, and a reasonable figure considering that some of these violations are false positives.
2.4 Interactive Matching

AML obtained the highest F-measure in all interactive tasks, with 96.2% in Anatomy (with no error), 81.8% in Conference and an average of 84.5% in LargeBio. AML also had the lowest number of queries among comparable systems in all datasets (i.e., LogMap and ServOMBL, as JarvisOM called upon the Oracle in an active learning approach rather than to filter mapping candidates, which enabled it to make a minimal number of queries in Anatomy, but resulted in it having the worst F-measure as well). It should be noted, however, that AML had the highest non-interactive F-measure on all tracks, so it is unsurprising that it could remain ahead of the other systems while making less queries. Thus, it is important to add that AML also had the highest F-measure-gain-per-query ratio among comparable systems in all datasets (again, excluding JarvisOM), meaning it was more efficient in exploring the user feedback.

With regard to the introduction of Oracle errors, AML was the only system where their impact was linear, with all other systems being impacted superlinearly. The evidence lies in the fact that AML’s F-measure was approximately constant when evaluated by the Oracle (i.e., when considering the errors made by the Oracle to be correct) whereas the other systems’ F-measures decreased as the error increased. This implies that other systems are drawing inferences from the Oracle’s replies, and deciding on the outcome of multiple mappings based on a single query, whereas AML is treating each mapping more or less independently, and thus is less sensitive to the impact of Oracle errors.

2.5 Large Biomedical Ontologies

AML’s performance in this track was exactly the same as last year, with an average F-measure of 81.9%, as none of the developments made affect this track. As last year, AML had the highest F-measure in each individual task (among valid participants), and thus the highest average F-measure as well. Furthermore, it also had the lowest average degree of unsatisfiabilities, though it was closely followed by LogMap.

2.6 Multifarm

AML had an F-measure of 51% when matching different ontologies and of 64% when matching the same ontologies in different languages, both of which were the highest overall by a considerable margin (the next best system in matching different ontologies was LogMap at 41% F-measure, and at matching the same ontologies was CLONA at 58% F-measure). It also had the highest recall overall in both modes, and the second-highest precision. These results are not directly comparable to last year, due to the introduction of the Arabic language ontologies, but running this year’s AML on last year’s dataset, we observe a marginal improvement in matching different ontologies (by 0.1% F-measure) but a substantial improvement in matching the same ontologies (by 3.3% F-measure). This improvement is mainly due to the refinements made to structural matching algorithm, which naturally have a higher impact on matching different languages of the same ontology, given that the structure will be the same.
2.7 Ontology Alignment for Query Answering

AML had the best performance in this track this year, with an F-measure of 75.9% using the original reference alignment (ra1) and 74.4% using the repaired reference alignment (rar1). It also had the highest precision (tied with XMap on ra1) and recall (tied with LogMap on both ra1 and rar1). These results reflect the fact that AML was the best performing system in the Conference track, and therefore, is naturally the system best positioned to use its Conference alignments for query answering.

3 General comments

3.1 Comments on the results

In comparison with last year, AML improved its performance in 5 tracks: Benchmark (Biblio dataset), Conference, Interactive Matching, Multifarm, and Ontology Alignment for Query Answering. It’s performance in the Anatomy and LargeBio tracks was essentially the same as last year. These improvements are tied to developments made in structural matching, property processing and matching, and interactive selection, which reflect the effort put into AML for this year’s OAEI.

3.2 Discussions on the way to improve the proposed system

While AML has established itself as a versatile and effective ontology matching system, there is still an important aspect where it is lacking: handling and matching ontology instances.

3.3 Comments on the OAEI test cases

The expansion of the Interactive Matching track to include more challenging test cases and simulate user error was an important improvement to this track and to the OAEI as a whole. Alas, not all was perfect with this year’s evaluation, as the Oracle’s behaviour on the LargeBio ‘soft’ repaired reference alignments severely hindered the performance of any interactive repair algorithm, and led to our decision not to employ ours on the LargeBio datasets. We also believe that a query limit should be enforced to ensure that the usage of the Oracle remains within reasonable boundaries, so that systems cannot employ the Oracle to review all their mapping candidates.

4 Conclusion

For this OAEI edition, our goal was to improving AML’s interactive selection algorithm and refine its strategy for matching small ontologies. We decided not to make any developments for the biomedical tracks (Anatomy and Large Biomedical Ontologies) as AML’s performance was already very good, and we felt that investing further in these tracks would bring a low return on investment. The results obtained by AML this year have reflected and rewarded our effort, topping
the tables with regard to F-measure in all ontology matching tasks except for Benchmark, with improvements upon last year’s performance in the Interactive Matching track and all tracks based on the Conference dataset, while maintaining the performance in Anatomy and Large Biomedical Ontologies. Thus the OAEI 2015 results highlight the fact that AML is an effective, efficient, and versatile ontology matching system.
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Abstract. This paper presents the results of Clona in the Ontology
Alignment Evaluation Initiative campaign (OAEI) 2015. We only partic-
ipated in Multiform track, since Clona develops specific techniques for
aligning multilingual ontologies. We first give an overview of our align-
ment system; then we detail the techniques used in our contribution to
deal with cross-lingual ontology alignment. Last, we present the results
with a thorough analysis and discussion, then we conclude by listing
some future work on Clona.

1 Presentation of the system

Multilingualism has become an issue of major interest for the Semantic Web
community. This process has been accelerated due to a few initiatives which
encourage all the active participants to make their data available to the public.
Multilingualism is identified as one of the six challenges of the Semantic Web.
Consequently, some solutions were proposed at the ontology level, annotation
level and the interface level [1].

At the ontology level, the support should be conceived by the ontology design-
ers to create knowledge representations in diverse natural languages. At the
annotation level, tools should be developed to assist users in ontologies annotating
independently of the natural languages adopted in their design and development.
At the interface level, users should be able to have access to the information in
natural languages of their own choice, without any linguistic restriction. The
absence of the multilingual aspect coverage can be a real handicap during the
information exchange in between various services offered by the Semantic Web
[2]. So, application fields are more and more numerous and they put in front
very specific difficulties. Moreover, the multilingualism coverage allows the rea-
soning on the context intersections of various ontological representations. In this
register, the issue of reasoning on overlapping context domains led to support
multilingual information retrieval and digital content management. Multilingual
ontologies alignment is still a little investigated domain in spite of the multiplicity of the alignment methods which remain restricted to monolingual ontologies [3–6].

CLONA as a few methods [7–10] meets challenges strictly bound at the linguistic level in the context of multilingual ontology alignment. The driven idea of our new method is to cross the natural language barrier. CLONA presents a novel view to improve the alignment accuracy that draws on the information retrieval techniques.

1.1 State, purpose, general statement

The CLONA workflow for the OAEI 2015 comprises six different steps, as flagged by Figure 1: (i) Parsing and Pretreatment, (ii) Translation, (iii) Indexation, (iv) Candidate Mappings Identification and (vi) Alignment Generation.

![Flowchart](image)

**Fig. 1.** CLONA workflow for OAEI 2015 (Multilang Track)

CLONA is an alignment system which aims through specific techniques to identify the correspondences between two ontologies defined in two different natural languages. Indeed, it starts with a pretreatment stage to model the input ontologies by a format for the rest of the process. The second phase is that of translation into a chosen pivot language and provided by the Microsoft Bing 1 translator.

Thereafter, our method continues with an indexing phase over the considered ontologies. Then these indexes are asked to supply the candidate mappings list to be aligned. Before generating the alignment file, CLONA uses a filtering module for recovery and repair.

**Parsing and Pretreatment**: This phase is crucial for ontologies pretreatment. It is performed using the OWL API. Indeed, it transforms the considered ontologies represented initially as two OWL files in an adequate format for the rest of the treatment. In our case, the goal is to remove all the existing information in both OWL files so that each entity is represented by all its properties. Indeed, the parsing module begins by loading two ontologies to align described in OWL.

This module allows to extract the ontological entities initially represented by a primitive form of lists. In other words, at the parsing stage, we seek primarily to transform an OWL ontology in a well defined structure that preserves and highlight all the information contained in this ontology. Furthermore, in the resulting informative format, has a considerable impact on the results of the similarity computation thereafter. Thus, we get couples formed by the name of the entity and its associated label. In the next step we add an element to such couples to process these entities regardless of their native language.

**Translation**: The main goal of our approach is to solve the heterogeneity problem mainly due to multilingualism. This challenge brings us to choose between two alternatives, either we consider the translation path to one of the languages according to the two input ontologies, or we consider the translation path to a chosen pivot language. At this stage, we must have a vision of foreseeable rest of our approach. Specifically, at the semantic alignment stage we use an external resource such as WordNet. The latter is a lexical database for the English language. Therefore, our choice is well taken, and we will prepare a translation of the two ontologies to the pivot language, which is English. To perform the translation phase we chose Bing Microsoft tool.

**Indexation**: Whether on the Internet, with many search engine or local access, we need to find documents or simply sites. Such research is valuable to browse each file and the analysis thereafter. However, the full itinerary of all documents with the terms of a given query is expensive since there are too many documents and prohibitive response times. To enable faster searching, the idea is to execute the analysis in advance and store it in an optimized format for the search. Indexing is one of the novelties of our approach. It consists in reducing the search space through the use of effective search strategy on the built indexes. In fact, we no longer need the sequential scan because with the index structure, we can directly know what document contains a particular word. To ensure this indexing phase we use the Lucene\(^2\) tool. Lucene is a Java API that allows developers to customize and deploy their own indexing and search engine. Lucene uses a suitable technology for all applications that require text search. Indeed, at the end of the indexing process, we get four different indexes to everyone of the two input ontologies depending on the type of the detected entities (i.e., concepts, data types, relationships, and instances). The documents at the indexes represent the se-

---

\(^2\) [https://lucene.apache.org/](https://lucene.apache.org/)
mantic information about the entity. These semantic information is obtained
by means of an external resource (i.e., WordNet). Indeed, for each entity,
CLONA keeps the entity name, the label, the label translated to English and
its synonyms in English. So with Lucene, we created a set of indexes for the
two ontologies, a search query is set up to return all the candidates.

Candidate Mappings Identification : TermQuery is the most basic query
type to search through an index. It can be built using one term. In our case,
TermQuery's role is to find the entities in common between the indexes.
Indeed, once the two indexes are set up, the querying step of the latter is ac-
tivated. Thus, the query implementation satisfies the terminology search and
semantic aspects at once as we are querying documents that contain a given
ontological entity and its synonyms obtained via WordNet. The result of this
process is a set of documents sorted by relevance according to the Lucene
score assigned to each returned document. Thus, for each query, CLONA keep
the first five documents returned and considers them as candidate mappings
for the next phase.

Filtering and Recovery : The filtering module consists of two complementary
sub modules, each one is responsible of a specific task in order to refine the set
of aligned candidates. Indeed, once the list of candidates is ready, CLONA uses
the first filter. Indeed, we should note that indexes querying may includes
a set of redundant mappings. This filter eliminate this redundancy. Indeed,
it goes through the list of candidates and checks if it still exists in the list. If this is the case, it removes the redundant element.
At the end of filtering phase, we have a candidates list without redundancy,
however, there is always the concern of false positives, indeed, there was
the need to establish a second filter. Once the redundant candidates are
deleted, CLONA uses the second filter that eliminates false positives. This
filter is applied to what we call to partially redundant entities. An entity is
considered partially redundant if it belongs to two different mappings (i.e.,
being given three ontological entities $e_1$, $e_2$ and $e_3$. If on the one hand, $e_1$ is
aligned to $e_2$, and secondly, $e_2$ is aligned to $e_3$, this last alignment is qualified
as doubtful. We note that CLONA generates (1 : 1) alignments. To overcome
this challenge, CLONA compares the topology of two suspicious entities ($e_3$
and its neighbor $e_4$) with respect to the redundant entity $e_1$ and retains the
couple having the highest topological proximity. All candidates following the
application of this filter is the subject of alignment file result.

Alignment Generation : The result of the alignment process provides a set
of mappings, which are serialized in the RDF format.

1.2 Specific techniques used

CLONA has implemented a technique for determining alignment candidates across
the power of Lucene search engine. In addition, during the translation phase, we
have set up a local translator that is built during the alignment process. This
treatment reduces the translation time cost and access to the external resource.
1.3 Link to the system and parameters file

Clona is an open source ontology matching system and is available through this link (http://www.mediafire.com/download/f6teacrt825x316a/Clona_OAEI_2015.zip).

2 Results

Our system Clona has been developed with a unique focus on multilingual ontologies the processing, through Multifarm test base. This dataset is composed of a subset of the Conference track, translated in nine different languages (i.e., Chinese, Czech, Dutch, French, German, Portuguese, Russian, Spanish and Arabic).

3 General Comments

Clona obtained an F-measure average of 43% and this, positions it in the second place among methods of the OAEI 2015 campaign. The translation treatment has been successful, especially with the technique of pivot language that reduces all ontological entities to one language, which is English. In addition, the enrichment with WordNet as an external resource, increased produced alignments accuracy. The evaluation was conducted according to two scenarios, as shown in Table 3. The first scenario is significantly better than the second, this is explained by the fact that ontologies share the same structure. Indeed, the structural similarity for ontological entities will be important. These values positioned Clona in the second place compared to OAEI 2015 participant methods. It should be emphasized that in the case Same Ontologies, and over 45 treated language pairs, Clona ranked first out of 15 couples. This performance is achieved thanks to the Recall values, which reflect the accuracy of the obtained alignments even in the cross-lingual context 3.

Table 1. F-measure average value for Clona on Multifarm track for both test scenarios (Same Ontologies and Different Ontologies)

<table>
<thead>
<tr>
<th></th>
<th>Same Ontologies</th>
<th>Different Ontologies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-measure</td>
<td>F-measure</td>
</tr>
<tr>
<td>Clona</td>
<td>0.58</td>
<td>0.39</td>
</tr>
</tbody>
</table>

3 More details are available on this link:
http://oaei.ontologymatching.org/2015/results/multifarm/index.html
4 Conclusions

CLONA participation in OAEI 2015 was encouraging, as it supplies good F-measure values in the two considered scenarios. Results reflects some strengths and some positive aspects.
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Abstract. CroMatcher is an ontology matching system based on parallel composition of basic ontology matchers. There are two fundamental parts of the system: first, automated weighted aggregation of correspondences produced by different basic matchers in the parallel composition; second, an iterative final alignment method. This is the second time CroMatcher has been involved in the OAEI campaign. Basic improvement with respect to the previous version has been implemented in order to speed up the system.

1 Presentation of the system

CroMatcher is an automatic ontology matching system for discovering correspondences between entities of two different ontologies. This is the second version of the system. The first version [1] was presented in the OAEI campaign held in 2013. In this second version, the system architecture remained unchanged but the system implementation was modified as well as the implementation of several basic matchers in order to speed up the system. Our goal was to prepare the system for the following test sets: Benchmark, Anatomy, Conference and Large Biomedical Ontologies. The system is fully prepared for the Benchmark, Anatomy, and Conference. It is partly prepared for the Large Biomedical Ontologies (only for the 10% fragments of ontologies). We are currently working to speed up our system even more and we expect to present it in the next OAEI campaign.

1.1 State, purpose, general statement

As stated before, the architecture of the new version of the system remained unchanged according to the first version [1] from 2013. To recapitulate, CroMatcher contains several terminological and structural matchers connected through sequential-parallel

---

1 Presently at Ericsson Nikola Tesla, the research was done while working at the University of Zagreb
composition. First, the terminological basic matchers are executed. These matchers are connected through a parallel composition. After the execution of terminological matchers, the weighted aggregation is performed in order to determine the aggregated correspondence results of these matchers. These aggregated results are used in the execution of the structural matchers as initial values of entity correspondences. Structural matchers are also executed independently of each other in another parallel composition. Again, weighted aggregation is performed in order to determine the aggregated correspondence results of the structural matchers. Before the final alignment, the aggregated correspondence results of the terminological matchers and the aggregated correspondences’ results of the structural matchers need to be aggregated using weighted aggregation. Eventually, the method of the final alignment is executed. This method iteratively takes the best correspondences between two entities into the final alignment.

1.2 Specific techniques used

In this section, only the modified components will be described in detail. The rest of the main components are described in the first version of the system [1]. We modified some terminological and structural matchers in order to speed up the matching process. These matchers are modified for the test sets Anatomy and Large Biomedical Ontologies because the ontologies in these test sets contain a large number of entities. Our matcher first counts the number of entities. If the ontologies contain more than 1000 entities than the modified versions of some matchers are activated instead of the original versions of matchers. Furthermore, we modified one terminological basic matcher in order to read entity information from components oboInOwl#hasRelatedSynonym and oboInOwl#hasDefinition. These components are implemented within ontologies of the Anatomy test set and contain considerable information about entities. The modified basic matchers are the following:

1. Terminological matchers:
   - Matcher that compares ID and annotation text of two entities (classes or properties) with the n-gram matcher [2] is extended in a way that also compares the text obtained from components oboInOwl#hasRelatedSynonym and oboInOwl#hasDefinition. As stated before, these components are implemented within ontologies in the Anatomy test set. Our system first checks whether these components are implemented. If these components are not implemented within compared ontologies, the matcher compares only the ID and annotations like before.
   - Matcher that compares textual profiles of two entities with TF/IDF [3] and cosine similarity [4] is modified for the ontologies that contain more than 1000 entities in order to speed up the matching process. A textual profile is a large text that describes an entity (text obtained from annotations of compared entity and its all sub entities) therefore the matching was very slow because the TF/IDF method need to load the text of all entities before starting comparing two entities. When a target ontology contains more than 1000 entities, a modified implemented matcher is activated. This matcher compares textual profiles of two entities with the string metric described in [5]. This metric calculates similarity based on
adjacent character pairs that are contained in both strings. This string metric is much faster than the TF/IDF method but the matching results are a bit worse than the results obtained with TF/IDF method. It is acceptable because the system performs the matching process faster enough to match ontologies with many entities.

- Matcher that compares individuals of two entities by applying TF/IDF and cosine similarity is modified for the ontologies that contain more than 1000 entities. If the ontology contain more than 1000 entities, a modified implemented matcher with string metric described in [5] is activated like in the previous basic matcher.
- Matcher that compares extra individuals of two entities with TF/IDF and cosine similarity is modified like two previous matchers in order to speed up the matching process.

2. **Structural matchers:**

- All structural matchers described in the first version of our system [1] are executed iteratively. In order to speed up the matching process, we also made modification when comparing ontologies that contain more than 1000 entities. All structural matchers are executed just once (instead of being executed iteratively many times) when comparing the ontologies with more than 1000 entities. This speeds up the matching process but decreases the quality of matching process when comparing large ontologies. In the next version of the system, our major concern will be to solve the problem of slow iterative execution of structural matchers.

2 **Results**

In this section, the evaluation results of CroMatcher matching system executed on the SEALS platform are presented.

2.1 **Benchmark**

In OAEI 2015, Benchmark includes two test sets: Biblio and Energy. In Table 1 the results obtained by running the CroMatcher ontology system can be seen.

<table>
<thead>
<tr>
<th>Test set</th>
<th>Recall</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>0.21</td>
<td>0.96</td>
<td>0.67</td>
<td>-</td>
</tr>
<tr>
<td>Biblio</td>
<td>0.82</td>
<td>0.94</td>
<td>0.88</td>
<td>485</td>
</tr>
</tbody>
</table>

The result for Biblio test set is equal to the result obtained at the OAEI 2013 campaign because the actual system is equal to the previous version of our system when the system matches ontologies that have less than 1000 entities. The execution time for Biblio test set was reduced by 50%, which is the result of the optimization of the program code. Our system achieves the best result in this test set together with the Lily system (F-measure 0.88). The Energy test set is new Benchmark test set. Our system achieves the third best result for this test set. Given the overall results of these two test sets...
sets, our system achieves the best result for the Benchmark test set. Most of the ontologies in Benchmark test set are implemented without entity annotations (label and comment) therefore it can be concluded that our system uses well the information from other ontology components in order to find alignment between two ontologies.

2.2 Anatomy

In OAEI 2015, the Anatomy test set consist of two large ontologies (mouse.owl and human.owl) that have to be matched. In Table 2 the results obtained by running the CroMatcher ontology system can be seen.

Table 2. CroMatcher results for Anatomy test set

<table>
<thead>
<tr>
<th>Test set</th>
<th>Recall</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomy</td>
<td>0.814</td>
<td>0.914</td>
<td>0.861</td>
<td>569</td>
</tr>
</tbody>
</table>

Our system achieves the sixth best result for this test set. The result of our system (F-measure 0.861) is very close to the results of the better systems in this test set except the result of the system AML which is the only system with F-measure greater than 0.9 (0.944). The result for Anatomy test set is a bit lower than we expected. It is lower because the system activates modified basic matchers for the ontologies with more than 1000 entities and these matchers (especially non-iterative structure matchers) are not as good as the original basic matchers but they speed up the system very much. In OAEI 2013, our system did not finish to match ontologies in the Anatomy test set even after 5 hours which was the time limit for the OAEI 2013 campaign. Therefore, a little bit lower result is, in our opinion excusable in exchange for the speed of execution. However, a remaining challenge for future work is to speed up the execution of the iterative structural matcher in order to improve the matching results for Anatomy test set. Also, we have to improve the usage of the information obtained by components oboInOwl#hasRelatedSynonym and oboInOwl#hasDefinition which are not the standard component of the OWL ontology but are the standard implemented components in mouse.owl and human.owl ontologies.

2.3. Conference

In OAEI 2015, Conference test set consist of 16 small ontologies that have to be matched to each other. In Table 3 the results obtained by running the CroMatcher ontology system can be seen.

Table 3. CroMatcher results for Conference test set

<table>
<thead>
<tr>
<th>Test set</th>
<th>Recall</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conference</td>
<td>0.50</td>
<td>0.59</td>
<td>0.54</td>
<td>183</td>
</tr>
</tbody>
</table>

The result for Conference test set classifies our system among the worst ontology systems for this test set. These ontologies mutually have approximate about ten exact correspondences therefore the best matching systems found about two correspondences more than our system which is not the big difference but considering the results of the Benchmark test set, we expected to have better result. Considering the implementation
of these ontologies, it can be seen that all entities have the meaningful ID or label which is not the case for Benchmark test set. Therefore, in the Benchmark test set the threshold of the final alignment has low value but in Conference test set where all entities have meaningful names, we believe that the threshold needs to be higher. This is obviously one more challenge for the next version of our system.

2.4. Large Biomedical Ontologies, Multifarm, Interactive, Ontology Alignment for Query Answering and Instance matching

The system had problems with Large Biomedical Ontologies therefore we have to speed it up more before the next evaluation. For other test sets (Multifarm, Interactive, Ontology Alignment for Query Answering and Instance matching) the matching process itself needs to be modified and we did not prepare the system for these test sets.

3 General comments

We are very pleased for the opportunity to evaluate our ontology matching system on the SEALS platform and thus compare our system with other existing systems. There are many different test cases and we think that these test cases will help us make additional improvements of our system in the future.

3.1 Comments on the results

Our system shows great results in Benchmark test set again. We can be satisfied with the result of Anatomy test set but we will try to improve the system for these test sets. Moreover we will make our system capable of processing the sets for which we did not prepared it in this campaign.

3.2 Discussions on the way to improve the proposed system

We applied faster measure than TF-IDF to compare different documents of entities. We will try to solve the problem with the slow iterative structural matcher. Also, we will have to store the data about the entities in a separate file instead of java objects in order to reduce the usage of memory in the system.

4 Conclusion

The second version of the CroMatcher ontology matching system and its results were presented in this paper. The evaluation results show that CroMatcher achieved considerable results for Benchmark and Anatomy test sets. The matching process is executing much faster than the matching process in the first version of the system but there is still room for improvement considering speed of the process. Also, the system
needs to be modified for the special test sets in the OAEI campaign like Instance matching or Multifarm. We will try to solve these problems and prepare the system to be competitive in all OAEI test sets next year.
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Abstract
In this paper, we present the results obtained by our DKP-AOM system within the OAEI 2015 campaign. DKP-AOM is an ontology merging tool designed to merge heterogeneous ontologies. In OAEI, we have participated with its ontology mapping component which serves as a basic module capable of matching large scale ontologies before their merging. This is our first successful participation in the Conference, OAQA and Anatomy track of OAEI. DKP-AOM is participating with two versions (DKP-AOM and DKP-AOM lite), DKP-AOM performs coherence analysis and has no consistency principle violation. In OAQA track, DKPAOM out-performed in the evaluation and generated accurate alignments allowed to answer all the queries of the evaluation. Also, we can see its competitive results for the conference track in the evaluation initiative among other reputed systems. In the anatomy track, it has produced alignments within an allocated time and appeared in the list of systems which produce coherent results. Finally, we discuss some future work towards the development of DKP-AOM.
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1 Presentation of the System

Ontology merging is a process of building a new ontology from two or more existing ontologies with overlapping parts. The merged ontology can be either virtual or physical, but must be consistent, coherent and include all the information from the source ontologies [1]. Ontology merging is based on two primary steps. Firstly, the source ontologies are looked-up for correspondences between them. Secondly, duplicate-free and conflict-free union of source ontologies is achieved based on the established correspondences [2]. The first part mainly comes under the ontology matching, whereas the second part targets to achieve the merged ontology based on the results of the first part, i.e., mappings between source ontologies. To produce accurate merged ontology, there should be some mechanism to avoid erroneous intermediate mappings and also to merge them in such a way that produces consistent, complete and coherent merged ontology. There are many hurdles that come across in the generation of desired merged output. Firstly, ontological errors and design anomalies that can occur in the source ontologies detract from reasoning and inference mechanisms, and create
bottleneck in their integration tasks [3]. In addition, conceptualization of domain, explication and modeling of knowledge over ontologies and semantic heterogeneities make their integration more difficult [4]. Secondly, even if the individual ontologies are free from errors, some of the identified mappings lead towards the erroneous situations producing several types of errors in the merged ontology [5]. For building an effective ontology merging algorithm, it is essential to incorporate ontological error checking during the validation of ontology mapping process and the verification of merged ontology to attain the accuracy of resultant output.

In order to meet the above mentioned challenges for the ontology merging research, we proposed semi-automatic DKP-OM system implemented in Jena framework for the merging of heterogeneous ontologies with the human user expert [6]. Later, we released a fully Automatic Ontology Merging (AOM) system named DKP-AOM implemented in OWLAPI 3 [7]. The name DKP comes from the concept of performing Disjoint Knowledge Analysis (DKA) and Disjoint Knowledge Preservation (DKP) during the merging process. Disjoint Knowledge Analysis plays a vital role in controlling the search space for finding similarities between source ontologies. Look-up within disjoint partitions of source ontologies significantly reduces the time complexity of the mapping phase. Disjoint Knowledge Preservation in the merged ontology helps to preserve disjoint axioms in the sub-hierarchies of merged ontology to avoid incompleteness in the resultant merged ontology. In this way, it also pin-points different conflicts between source ontologies based on disjoint axioms in the source ontologies and detects inconsistent mappings. Computed mappings that lead in many cases to a large number of unsatisfiable classes are eliminated so the resultant merged ontology should not suffer from inconsistencies. The next sub-sections provide more details about DKP-AOM and then discuss our results of OAEI participation.

1.1 State, purpose, general statement

Our system DKP-AOM follows a five step methodology as illustrated in the Figure 1. First, it generates the intermediate models (OWL-DL Graphs) of source ontologies and does preprocessing on the concept URIs and labels. Second using these graphs, MatchManager component performs the first level task of finding the initial linguistic, synonym and axiomatic based mappings between concepts. For this, it first builds the search space based on disjoint axioms inside the source ontologies for finding the correspondences between the ontologies.

![Figure 1. DKP-AOM merging process](image-url)
**MatchManager** performs the following similarity measures to detect mappings:

**Concept Similarity.** It employs several basic matchers to find mappings between concepts. Concept URI similarity ($Sim_{uri}$) and Label similarity ($Sim_{lab}$) computes lexical and synonym based correspondences at the element level between source ontologies. Lexical similarity finds the string-based correspondences based on SimMetric [28]. Synonym similarity is computed based on the lexical database WordNet [29] that helps to detect the concepts which have the same meanings but are lexically different.

**Datatype and Object property Similarity.** Correspondences between Datatype and Object properties are identified on the basis of their URI and Label similarities. It also considers domain and range associated with them to detect a perfect match.

**Inheritance based Similarity.** It also considers that an inheritance is a vital factor to detect the mapping candidates between source ontologies. It increases a level of confidence that the detected mappings have not just a lexical similarity, but a real mapping having parent-child relation as well. Inheritance matching is done after the Concept label similarity and synonym similarity. Consider a scenario, where an ontology O1 contains Person and PhD concepts. Person is defined as: \{Person subclassof hasName some String\}, and concept PhD is defined as a subconcept of Person concept as: \{PhD subClass of hasName some String\}. In such a case we get the basic mappings between O1:PhD, and O2:PhD. Then the inheritance matcher plays an important role by matching the inheritance of the restriction from Person to PhD from O1 with the restriction in O2 and adds the confidence level of their similarity. In this way, an inheritance matching has a potential impact in the proposed solution. This similarity will help for the detection of axiomatic similarities between concepts.

**Concept DL Axiomatic Similarity ($Sim_{axi}$).** OWL classes are described through the class descriptions/expressions that enrich the background information of the concepts and represent the constraints of real world situations. For finding the accurate semantic similarity between the concepts of ontologies, DL axioms can help significantly as they define the context of the concepts. They link the concept by different means that depict the concept’s real semantics. Therefore, it gets axiomatic definitions, which can be formed from the union, complement, intersection and restriction operators applied on the primitive concept or the anonymous concept and/or by their boolean combinations, and performs matching to detect such DL axiom similarities. This is the most difficult part of matching, although most significant as well. Most ontologies in Conference track in OAEI were equipped with OWL DL axioms of various kinds, therefore it opens a way to use semantic matching.

**MatchManager** aggregates the individual similarities between ontologies and propagates the results to ConsistencyChecker for the validation of mappings. Third, ConsistencyChecker has many detectors that make the validation of each mapping found in the initial stage so that the merged ontology stays consistent with reference to the source ontologies. When the initial mappings pass the consistency test, ConsistencyChecker passes the mappings to the Reasoner.

Fourth, Reasoner aggregates the output of different similarity measures, resolves conflicts and merges mappings to generate a global merged ontology. This Reasoner is a component of DKP-AOM system and not an open source DL Reasoner engine. It implements various patterns (see detail in [7]) for the automatic merging of source ontologies in case of different types of conflicts and structural differences.

Finally, it compiles the output as a merged global ontology automatically or a final list of consistent mappings as required by the end user. Our merging algorithm imports the first ontology as the merged ontology and then performs several operations to build the combined definitions for each of the concepts from the source ontologies. Each of the axiomatic definitions from the source ontologies are matched together, merging is performed on them, and the combined rich axioms are added in the merged ontology. Our merging algorithm performs deletion of axioms or the rewriting of some of
them in order to preserve desired consequences while removing the undesired ones. Merging of axiomatic definitions really achieves a richer merged ontology which captures sufficient definitions from the source ontologies. Finally, it applies the quality criteria and ensures the ultimate goal of achieving the satisfiability of merged ontology by checking the correctness and consistency of concepts, properties, and axioms of the generated ontology.

1.2 Specific Techniques Used

Data Preprocessing: Linguistic analysis of concept labels and properties is done with the help of MorphAdorner* (version 1.0). MorphAdorner is helpful in various cases especially the lemmatization process is worth useful for detecting the base words of terms and irregular verbs used in source ontologies. For example, concept “students” to lemma “student” and properties (“Accepted”, “Accepting”, “Accept”, and “Accepts”) to their base “accept”. MorphAdorner is really helpful for the detection of similarities between properties which are usually not in the base form.

Search Space Analysis based on Disjoint Partitions: It is very important to build the search space for the lookup of mappings between ontologies. In general, it requires exhaustive analysis (or complete comparison) for the similarity computation between the concepts of ontologies, where each concept \( c \) of the ontology \( O_a \) is matched with each concept \( c' \) of the ontology \( O_b \). The restriction of look-up in disjoint partitions minimizes the search space for the mapping computation [8]. For an example, consider conference ontologies illustrated in Figure 2. There are 14 concepts in \( O_1: \text{CRS} \_ \text{DR} \) ontology and 36 concepts in \( O_2: \text{CMT} \) ontology. In \( \text{CRS} \_ \text{DR} \) ontology, three disjoint axioms between level-1 concepts, partition the domain concepts in four non-overlapping domains, i.e., Program, Person, Document and Event. CMT ontology partitions the concept into six disjoint categories, i.e., Person, Decision, Conference, Document, Conference, Preference, etc. These ontologies allow the concept mapping search space look-up within disjoint partitions. For example, search spaces look-up within (\( O_1: \text{Person} \), \( O_2: \text{Person} \)), (\( O_1: \text{Document} \), \( O_2: \text{Document} \)), (\( O_1: \text{Event} \), \( O_2: \text{Conference} \)). For concept matching, it needs \( 14 \times 36 = 504 \) comparisons. But, lookup in disjoint partitions makes the search space much smaller, and requires maximum 155 comparisons (by manual calculation) for mapping the concepts of these ontologies.

![Figure 2. Top level Disjoint Partitions in CRS_DR and CMT conference ontologies](image)

We believe this idea of Divide and Conquer is helpful for the large ontologies. The more disjoint axioms are modeled in the input ontologies, the more search space is restricted, which impacts in

* http://morphadorner.northwestern.edu
lower number of comparisons for the identification of mappings. We call this disjoint based partitioning strategy as Divide and Conquer approach. In fact, it resembles, but not achieves a full or successful conquer in all scenarios of partitioning, as divide and conquer strategies found in an algorithm domain where the divided partition is at last conquered with success. For example, in case of failure, when a concept does not find its mapping concept in the divided partition, it is matched with the other level of concepts to find its mapping (just like exhaustive search in the entire space but step-by-step).

**Validation of Mappings:** For the evaluation of ontologies, Gomez-Perez constructed an error taxonomy as a guideline for ontology engineers to help building well-formed and well-structured classification of concepts in the ontologies. She defined three classes of ontological errors that might occur when modeling the conceptualization into taxonomies, i.e., *Inconsistency, Incompleteness and Redundancy* [9] as illustrated in Figure 3. Inconsistency in ontology means that there is some sort of contradictory knowledge inferred from the concepts, definitions and instances within the ontology. It creates ambiguity, contradicts in interpretations and compromises precision of results. Incompleteness occurs when ontologists model the domain knowledge in the form of concepts, properties and definitions, but overlooked some of the important information about the domain. The incompleteness of domain knowledge lacks reasoning and prevents inference mechanisms. The other important task is to make ontologies concise without repeating and replicating same information so that they store only necessary and sufficient knowledge about the concepts, axioms and properties. Redundancy errors not only compromise conciseness and usability, but also create problems for the maintenance and manageability of ontologies. We used this framework as a test criteria for the validation of mapping and verification of merged ontology [10]. Computed initial mappings that lead to unsatisfiable classes in merged ontology are eliminated so the resultant merged ontology should not suffer from inconsistencies. This test criteria serves best for the detection of inconsistent mappings and also for ensuring the satisfiability of a merged ontology.

![Figure 3. Test criteria for the validation of mappings and verification of merged ontologies](image_url)
1.3 Adaptations made for the evaluation

As you read above, DKP is an automatically merging system. Therefore it was developed based on user GUIs such as source ontology trees for display, visual alignments between ontologies, merged ontology tree, etc. The original version of DKP has changed and these visual components are removed so that it can participate under the seals platform. However, still it needs proper clean-up to improve its runtime for the future OAEI participations.

1.4 Link to the system

Various versions of my system can be found at my personal site: http://sites.google.com/site/mhdfihad under plugins tab. The mapping system is separated from the merging system, and can be downloaded according to needs. For the merging of ontologies, use the same command of seals platform with –o following three paths, two for source ontologies and one for the output merged ontology. As a result of this command, a list of ontology mappings and a resultant merged ontology are produced.

2 Results

In order to show the efficiency and effectiveness of our system, this year we participated in Conference and Anatomy tracks. The results are very encouraging provided by the OAEI 2015 campaign as our system is acceptable and comparable with other participants, and are discussed in the following subsections.

2.1 Conference

The goal of conference track is to find alignments among 16 ontologies relatively smaller in size (between 14 and 140 entities) but rich in semantic heterogeneities about the conference organization domain. As a result, Alignments are evaluated automatically against reference alignments. Therefore, it is very interesting to measure the Precision, Recall and F-measure of our system on ontologies rich in OWL DL axioms of various kinds, and also does a comparison between existing systems to see their performance on real world datasets. The resultant match quality was evaluated against the original (ra1) as well as entailed reference alignment (ra2) and violation free version of reference alignment (rar2). We achieved F-Measure values better than the two Baselines results (edna, StringEquiv). Table 1 presents the results obtained by running DKP-AOM on the Conference track of OAEI campaign 2015. Our system DKP-AOM has produced very competitive results among top ranked systems. Our precision measure is significantly high, recall is good, giving comparable F-measure value to depict a real effort towards detecting heterogeneities for the goal of ontology matching.

<table>
<thead>
<tr>
<th>alignments</th>
<th>Precision</th>
<th>F5-measure</th>
<th>F1-measure</th>
<th>F2-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ra1-M1</td>
<td>0.84</td>
<td>0.77</td>
<td>0.69</td>
<td>0.63</td>
<td>0.59</td>
</tr>
<tr>
<td>ra1-M3</td>
<td>0.84</td>
<td>0.74</td>
<td>0.63</td>
<td>0.54</td>
<td>0.5</td>
</tr>
<tr>
<td>ra2-M1</td>
<td>0.79</td>
<td>0.72</td>
<td>0.63</td>
<td>0.57</td>
<td>0.53</td>
</tr>
<tr>
<td>ra2-M3</td>
<td>0.79</td>
<td>0.69</td>
<td>0.57</td>
<td>0.49</td>
<td>0.45</td>
</tr>
<tr>
<td>rar2-M1</td>
<td>0.78</td>
<td>0.72</td>
<td>0.65</td>
<td>0.58</td>
<td>0.55</td>
</tr>
<tr>
<td>rar2-M3</td>
<td>0.78</td>
<td>0.69</td>
<td>0.59</td>
<td>0.51</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1. DKP-AOM results on conference track ontologies
DKP-AOM has given excellent performance for the evaluation based on the logical reasoning where oaei competition applied detection of conservativity and consistency principles violation. Our DKP-AOM is among five best tools which have no consistency principle violation (see Table 2), as we have employed various algorithms for the validation of initial mappings.

The lowest number of conservativity principle violations has LogMap-C which has a repair technique for them. DKP-AOM has produce second-lowest number of conservativity principle violations, and employed algorithms to maintain conciseness and avoid redundancies in the resultant ontology. Conservativity principle violations can be favored by redundancies, but those are not the only source of violations, due to possible complex interactions with other axioms in both ontologies. Further four tools have average of conservativity principle around 1.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>#unsat. onto</th>
<th>#align</th>
<th>#incoh. align</th>
<th>#totalConser. Viol.</th>
<th>#avgConser. Viol.</th>
<th>#totConsist Viol.</th>
<th>#avgConsist Viol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogMap-C</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>5</td>
<td>0.24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>16</td>
<td>0.76</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XMAP</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>19</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>0</td>
<td>21</td>
<td>2</td>
<td>27</td>
<td>1.29</td>
<td>7</td>
<td>0.33</td>
</tr>
<tr>
<td>LogMap</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>29</td>
<td>1.38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AML</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>39</td>
<td>1.86</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Statistics of consistency and conservativity principle violations

2.2 Ontology Alignment for Query Answering (OA4QA)

In this track, our system has out-performed and generated excellent results (see Table 3). Precision and recall has calculated with respect to the ability of the generated alignments to answer a set of queries in an ontology-based data access scenario where several ontologies exist. AML, DKPAOM, LogMap, LogMapC and XMap were the only matchers whose alignments allowed to answer all the queries of the evaluation. The best global results have been achieved for violations queries, that has been correctly covered by AML, DKP-AOM, LogMap, COMMAND, LogMapC and XMAP, in decreasing order of f-measure w.r.t. RA1. Notably, DKP-AOM achieved an impressive f-measure of 0.999 w.r.t. RAR1, showing an effective handling of logical violations.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Successful queries</th>
<th>Precision (RA1)</th>
<th>Recall (RA1)</th>
<th>F-Measure (RA1)</th>
<th>Precision (RAR1)</th>
<th>Recall (RAR1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global Evaluation Results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKPAOM</td>
<td>18/18</td>
<td>0.667</td>
<td>0.618</td>
<td>0.635</td>
<td>0.666</td>
<td>0.639</td>
</tr>
<tr>
<td><strong>Advanced Queries Results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKPAOM</td>
<td>5/5</td>
<td>0.200</td>
<td>0.100</td>
<td>0.133</td>
<td>0.200</td>
<td>0.100</td>
</tr>
<tr>
<td><strong>Basic Queries Results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKPAOM</td>
<td>6/6</td>
<td>0.667</td>
<td>0.667</td>
<td>0.667</td>
<td>0.667</td>
<td>0.667</td>
</tr>
<tr>
<td><strong>Violations Queries Results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKPAOM</td>
<td>7/7</td>
<td>1.000</td>
<td>0.947</td>
<td>0.967</td>
<td>0.999</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 3. DKP-AOM results on Ontology Alignment for Query Answering (OA4QA) track

2.3 Anatomy

The anatomy real world case is about matching two very large biomedical ontologies, i.e., Adult Mouse Anatomy (2744 classes) and the NCI Thesaurus (3304 classes) describing the human anatomy.
We participated with two versions DKP-AOM and DKP-AOM_lite. DKP-AOM performs coherence analysis. The evaluation was run on a server with 3.46 GHz (6 cores) and 8GB RAM, with allocated time less than an hour. This year 2015, there are 11 different systems (not counting different versions) which generated an alignment, out of them only four systems participated in the anatomy track for the first time. These are COMMAND, GMap, JarvisOM and DKP-AOM (with two version). Two of them COMMAND and GMap run out of memory and could not finish execution with the allocated amount of memory, therefore, their execution times are not fully comparable to the other systems. Our systems have produced results within an allocated time, illustrated in Table 4 with other systems.

Importantly, our DKP-AOM achieves coherency and became in the list of 7 systems which produced only coherent mappings. It has also generated only trivial correspondences. F-Measure of DKP-AOM_lite (0.763) is very near to the baseline which is based on (normalized) string equivalence (StringEquiv, 0.766), with difference of only .003.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Runime</th>
<th>Size</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Recall</th>
<th>Recall+</th>
<th>Coherent</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMMAND</td>
<td>63127*</td>
<td>150</td>
<td>0.293</td>
<td>0.053</td>
<td>0.029</td>
<td>0.042</td>
<td>x</td>
</tr>
<tr>
<td>GMap</td>
<td>2362**</td>
<td>1344</td>
<td>0.916</td>
<td>0.861</td>
<td>0.812</td>
<td>0.534</td>
<td>--</td>
</tr>
<tr>
<td>JarvisOM</td>
<td>217</td>
<td>458</td>
<td>0.365</td>
<td>0.169</td>
<td>0.11</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>DKP-AOM</td>
<td>370</td>
<td>201</td>
<td>0.995</td>
<td>0.233</td>
<td>0.132</td>
<td>0.0</td>
<td>x</td>
</tr>
<tr>
<td>DKPAOM-lite</td>
<td>476</td>
<td>949</td>
<td>0.991</td>
<td>0.763</td>
<td>0.62</td>
<td>0.042</td>
<td>-</td>
</tr>
<tr>
<td>StringEquiv</td>
<td>-</td>
<td>946</td>
<td>0.997</td>
<td>0.766</td>
<td>0.622</td>
<td>0.000</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4. Results of first time participating systems on Anatomy track

3 Conclusion and Future Directions

The participation of DKP-AOM in OAEI 2015 is a success in the conference and OAQA track. In OAQA track, DKPAOM out-performed in the evaluation and generated accurate alignments which allowed to answer all the queries of the evaluation. For the Conference track, DKP-AOM has given excellent performance for the evaluation based on the logical reasoning where oaei competition applied detection of conservativity and consistency principles violation. It showed a real effort as it has no consistency principle violation, and also has produce second-lowest number of conservativity principle violations. It also presented intermediate results in the Anatomy track and comes in the list of 7 matching system which produce coherent results. However, the whole framework of DKP-AOM is very huge and the participated version needs more effort of development to achieve more success in the upcoming OAEI. We plan to integrate synonym based mappings in the participated version. In addition, we plan to implement all the test criteria inside the DKP-AOM and present it as a complete system that achieves consistency, completeness and coherency.

Our technique of building search space is based on the disjoint partitions available in the source ontologies (that are very rarely present in the dataset ontologies). One of our future directions is to devise a disjoint learning algorithm to identify and make disjoint partitions automatically in the source ontologies, even if disjoint partitions were not present in the source ontologies before their merging.
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Abstract. This paper presents the results of EXONA in the Ontology Alignment Evaluation Initiative (OAEI) 2015. EXONA is an automatic instance-based ontology alignment systems in which we parse ontology as first step. In the second step, we index instances of the first ontology. These indexed instances will be applied for the querying phase. In the last step, our system aligns instances based by aggregating score of different terminological matchers. We first describe the overall framework of our matching System (EXONA) then we detail the techniques used in the framework for instance matching. Last, we give a thorough analysis on our results and discuss some future work on our system. It’s our first participation in the OAEI instance matching, the results are good in terms of recall, precision and F-measure.

1 Presentation of the system

Ontology matching is a key interoperability enabler for the semantic web, as well as a useful tactic in data integration tasks. Knowledge about one object may be contained in multiple and different knowledge bases. Therefore, a lot of work has already been built to obtain more complete knowledge about things existing in different domains. This is in order to exceed the area of divergence obstacle, by creating cross-domain knowledge.

Accordingly, it’s strongly recommended to focus on the more active element of ontology which it called instance. Many instances matching approaches have been proposed, and among which is ours. In fact, our system is proposed for large scale instance matching. It operates on three successive modules, namely: transformation, indexation and correspondence. Transformation consists in transforming separately both of knowledge bases on an exploitable form and then creating our own instance object as a profession object. Indexation is the process of indexing instances of knowledge base; only instances of the source base knowledge
have to be indexed. Correspondence consists in querying the index already built. This request contains instances of the target knowledge base non indexed.

In order to solve the problem of large knowledge bases, we propose an index by concept to minimise the area and the time expended on searching instances behind the request technique.

1.1 State, purpose, general statement

This section describes the overall framework of EXONA. Our system includes three modules, i.e., transformation, indexation and correspondence.

The system proposed operates in three successive modules, each of these is branched into two phases. The system begins with transforming the knowledge bases into two independent graphs, those graphs formed by OWL nodes. After having constructed these graphs, it’s time instance objects be created. The construction of instance object appealed the neighbourhood technical in which neighbourhood spread by similarity is done. This technique aims to enrich instance object by neighbouring instances with which a high similarity exists. We proceed after that by a terminological normalization of instances. This normalisation is compulsory for the indexation of instances as well as for the similarity calculation. We index after that instances of the source data knowledge. It’s not a blind indexation. In fact it is done by concept. This is in order to provide optimal search fields oriented concept. After index creation, it’s time to query this index. The request emitted contains instances from the target knowledge base. Those instances have to be normalized before being passed through the request. After querying the index, a candidate set is returned. Each candidate pair is accompanied by a score indicating its rank behind the rest of pair. To identify the pair of instance that have to be aligned, we filter this set of candidate set by saving only the two best pairs. As a verification process, we calculate terminological similarity. This latter want to be combined by the score given on requesting phase. Those similarities are aggregated then to identify the pair of instances to be aligned having the higher similarity score.

1.2 Specific techniques used

The process of EXONA system consists in the following three successive modules, namely: transformation, indexation and correspondence.

1. Transformation module

This module is branched into two phases, namely: graph construction and instance creation.

- **Graph construction**: As input, our system receive two OWL files. Those files are transformed into two independent OWL graphs. Graphs are more adequate representation ensuring highlighting of information.

- **Instance creation**: Instance object is an object formed by an identifier and a content. It is identify by an URL; its content is formed by a set of information which makes it an autonomous entity. It contains the list
of neighbouring instances spread by similarity. Moreover, it contains the RDF triplet of this one. To calculate similarity, we have used Edit distance.

2. **Indexation module**

This module is formed by two phases, namely: pretreatment and instance creation.

- **Pretreatment**: In this phase we remove special symbols like "&", etc., and stop words like "the", etc. standardization of case, etc. This pretreatment serves then in the requesting phase.

- **Indexation**: Indexation aims to index instances of the source data knowledge. Each document is identified by the URI of the instance and contains the content of instance formed only by its data property and the data property of the set of neighboring instances spread by similarity.

3. **Correspondence module**

This module is divided into two phases, namely: querying and filtering and matches identification.

- **Querying**: Querying phase has as input instances of the target knowledge base. These instances have to be pretreated before the process of research on the index. This phase generates as an output a list of candidates accompanied by their score.

- **Filtering and matches identification**: During this phase, the system takes the two candidates having the highest score. Then, it calculates terminological similarity of this pair of candidate. EXONA system identifies the pair of instances to be aligned by aggregating similarities with the one given by the search process. The pair of instance to be aligned is the one having the best score.

1.3 **Adaptations made for the evaluation**

We have changed the version of Lucene from 4.10.2 to 3.6. In fact, our first one needs specific adaptations to be accepted by 2015 evaluation campaign.

1.4 **Link to the set of provided alignments (in align format)**

http://www.mediafire.com/download/b3vxc3xic02br45y/EXONA_GAEI2015.zip

2 **Results**

The instance matching 2015 track contains two subtasks. Each task is articulated in two tests with different scales (i.e., number of instances to match): i) Sandbox (small scale). It contains two datasets called source and target as well as the set of expected mappings (i.e., reference alignment). ii) Mainbox (medium scale).
2.1 Author Disambiguation Task

The goal of the Author Disambiguation Task is to link OWL instances referring to the same person (i.e., author) based on their publications. This task is done with the two datasets previously invoked.

**Sandbox task** The Sandbox task aims to evaluate the behavior of our system with a small scale. Table 1 below presents the results obtained by running EXONA on the instance matching track of OAEI campaign 2015 done with the Sandbox task.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>0.941</td>
<td>0.941</td>
<td>0.941</td>
</tr>
<tr>
<td>InsMT+</td>
<td>0.834</td>
<td>0.705</td>
<td>0.704</td>
</tr>
<tr>
<td>Lily</td>
<td>0.981</td>
<td>0.981</td>
<td>0.981</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.994</td>
<td>0.996</td>
<td>0.948</td>
</tr>
<tr>
<td>RiMOM</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
</tr>
</tbody>
</table>

Table 1. Results of Author Disambiguation Task for Sandbox task

**Mainbox task** This task is also done with Mainbox task. The goal of this task is to evaluate the behavior of our system in large scale. Table 2 below presents the results obtained by running EXONA on the instance matching track of OAEI campaign 2015 done with the Mainbox task.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>0.0</td>
<td>0.0</td>
<td>NaN</td>
</tr>
<tr>
<td>InsMT+</td>
<td>0.76</td>
<td>0.655</td>
<td>0.709</td>
</tr>
<tr>
<td>Lily</td>
<td>0.964</td>
<td>0.964</td>
<td>0.964</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.996</td>
<td>0.931</td>
<td>0.906</td>
</tr>
<tr>
<td>RiMOM</td>
<td>0.911</td>
<td>0.911</td>
<td>0.911</td>
</tr>
</tbody>
</table>

Table 2. Results of Author Disambiguation Task for Mainbox task

2.2 Author Recognition Task

The goal of Author Recognition Task is to associate a person (i.e., author) with the corresponding publication report containing aggregated information about the publication activity of the person, such as number of publications, h-index, years of activity, number of citations. This task is done also with the two datasets previously invoked.
Sandbox task. The Sandbox test aims to evaluate behaviour of our system with a small scale. Table 3 below presents the results obtained by running EXONA on the instance matching track of OAEI campaign 2015 done with the Sandbox task.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>0.518</td>
<td>0.518</td>
<td>0.518</td>
</tr>
<tr>
<td>InsMT</td>
<td>0.556</td>
<td>0.459</td>
<td>0.506</td>
</tr>
<tr>
<td>Lily</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>LogMap</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RiMOM</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 3. Results Author Recognition Task for Sandbox task

Mainbox task. This task is also done with Mainbox task. The goal of this test is to evaluate the behaviour of our system in large scale. Table 4 below presents the results obtained by running EXONA on the instance matching track of OAEI campaign 2015 done with the Mainbox task.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>0.499</td>
<td>0.499</td>
<td>0.499</td>
</tr>
<tr>
<td>InsMT</td>
<td>0.246</td>
<td>0.028</td>
<td>0.05</td>
</tr>
<tr>
<td>Lily</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>LogMap</td>
<td>0.000</td>
<td>1.0</td>
<td>0.000</td>
</tr>
<tr>
<td>RiMOM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 4. Results Author Recognition Task for Mainbox task

3 Conclusion

Exona participation in OAEI 2015 is encouraging although its participation is restricted to a few sub-cases, as it supplies good metric values in the two considered cases. Results reflects some strengths and some good aspects that need to be improved.
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Abstract. GMap is an alternative probabilistic scheme for ontology matching, which combines the sum-product network and the noisy-or model. More precisely, we employ the sum-product network to encode the similarities based on individuals and disjointness axioms. The noisy-or model is utilized to encode the probabilistic matching rules, which describe the influences among entity pairs across ontologies. In this paper, we briefly introduce GMap and its results of four tracks (i.e., Benchmark, Conference, Anatomy and Ontology Alignment for Query Answering) on OAEI 2015.

1 Presentation of the system

1.1 State, purpose, general statement

The state of the art approaches have utilized probabilistic graphical models [5] for ontology matching such as OMEN [7], iMatch [1] and CODI [8]. However, few of them can keep inference tractable and ensure no loss in inference accuracy. In this paper, we propose an alternative probabilistic scheme, called GMap, combining the sum-product network (SPN) and the noisy-or model [6]. Except for the tractable inference, these two graphical models have some inherent advantages for ontology matching. For SPN, even if the knowledge such as individuals or disjointness axioms is missing, SPN can also calculate their contributions by the maximum a posterior (MAP) inference. For the noisy-or model, it is a reasonable approximation for incorporating probabilistic matching rules to describe the influences among entity pairs.

Figure 1 shows the sketch of GMap. Given two ontologies $O_1$ and $O_2$, we calculate the lexical similarity based on edit-distance, external lexicons and TFIDF [3] with the max strategy. Then, we employ SPN to encode the similarities based on individuals and disjointness axioms and calculate the contribution through MAP inference. After that, we utilize the noisy-or model to encode the probabilistic matching rules and the value calculated by SPN. With one-to-one constraint and crisscross strategy in the refine module, GMap obtains initial matches. The whole matching procedure is iterative. If there is no additional matches identified, the matching is terminated.

1.2 Specific techniques used

The similarities based on individuals and disjointness axioms In open world assumption, individuals or disjointness axioms are missing at times. Therefore, we define
Computing lexical similarity
Using SPN to encode individuals and disjointness axioms
Using Noisy-Or model to encode probabilistic matching rules
Refining matches
Additional matches identified?
Yes
No

Fig. 1: Matching process in GMap

a special assignment—"Unknown" of the similarities based on these individuals and disjointness axioms.

For individuals, we employ the string equivalent to judge the equality of them. When we calculate the similarity of concepts based on individuals across ontologies, we regard individuals of each concept as a set and use Ochiai coefficient\(^1\) to measure the value. We use a boundary \(t\) to divide the value into three assignments (i.e., \(1\), \(0\) and \(Unknown\)). Assignment 1 (or 0) means that the pair matches (or mismatches). If the value ranges between 0 and \(t\) or the individuals of one concept are missing, the assignment is \(Unknown\).

For disjointness axioms, we utilize these axioms and subsumption relations within ontologies and define some rules to determine assignments of similarity. For example, \(x_1, y_1\) and \(x_2\) are concepts that come from \(O_1\) and \(O_2\). If \(x_1\) matches \(x_2\) and \(x_1\) is disjoint with \(y_1\), then \(y_1\) is disjoint with \(x_2\) as well as their descendants. The similarity also have three assignments. Assignment 1 (or 0) means the pair mismatches (or overlaps). If all the rules are not satisfied, the assignment is \(Unknown\).

Using SPN to encode the similarities based on individuals and disjointness axioms

Sum-Product Network is a directed acyclic graph with weighted edges, where variables are leaves and internal nodes are sums and products \([9]\). As shown in Figure 2, we designed a sum-product network \(S\) to encode above similarities and calculate the contributions. All the leaves, called indicators, are binary-value. \(M\) represents the contribution of individuals and disjointness axioms and indicators \(M_1, M_2, M_3\) comprise the assignments of it. \(M_1 = 1\) (or \(M_2 = 1\)) means that the contribution is positive (or negative). If \(M_3 = 1\), the contribution is \(Unknown\). Similarly, Indicators \(D_0, D_1, I_1, I_2, I_3\) correspond to assignments of the similarities based on individuals and disjointness axioms. The concrete assignment metrics are listed in Table 1–2 and the assignment metric of \(M\) is similar to the metric of similarity \(D\).

<table>
<thead>
<tr>
<th>Table 1: Metric for Similarity (D)</th>
<th>Table 2: Metric for Similarity (I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assignments</td>
<td>Indicators</td>
</tr>
<tr>
<td>(D = 1)</td>
<td>(D_0 = 0, D_1 = 1)</td>
</tr>
<tr>
<td>(D = 0)</td>
<td>(D_0 = 1, D_1 = 0)</td>
</tr>
<tr>
<td>(D = Unknown)</td>
<td>(D_0 = 1, D_1 = 1)</td>
</tr>
</tbody>
</table>

\(^1\) https://en.wikipedia.org/wiki/Cosine_similarity
With the MAP inference in SPN [9], we can obtain the indicators’ value of contribution $M$. The MAP inference has three steps. Firstly, replace sum nodes with max nodes. Secondly, with the bottom-up method, each max node can get a maximum weighted value. Finally, the downward pass starts from the root node and recursively selects the highest-value child of each max node, then the indicators’ value of $M$ are obtained. Moreover, even if individuals or disjointness axioms are missing at times, We can also calculate the contribution $M$ by MAP inference. Assumed $I = 1$, $D = Unknown$ for one pair, then we can obtain $I_1 = 1, I_2 = 0, I_3 = 0, D_0 = 1, D_1 = 1$ with defined similarities and assignment metrics of SPN. As contribution $M$ is not given, so we need to set $M_1 = 1, M_2 = 1, M_3 = 1$. After MAP inference, we observe $M_1 = 1$ which means that the contribution is positive. Moreover, it is able to infer $D_0 = 1$, which means the pair overlaps.

As the network $S$ is complete and decomposable, the inference in $S$ can be computed in time linear in the number of edges [4]. So MAP inference is tractable.

**Combining the lexical similarity and the contribution calculated by SPN** Considering the range of lexical similarity, we define a scaling factor $\alpha$ to limit the contribution of lexical similarity. It can help us to analyze the sources from different contributions. The SPN-based similarity ($S_0$) is defined in Eqs 1, which is calculated according to the indicators’ value of $M$ and $D$.

$$S_0(x_1, x_2) = \begin{cases} 0 & M_2 = 1, D_1 = 1 \\ \alpha \cdot \text{lexSim}(x_1, x_2) + \lambda & M_1 = 1, D_0 = 1 \\ \alpha \cdot \text{lexSim}(x_1, x_2) - \lambda & M_2 = 1, D_0 = 1 \\ \alpha \cdot \text{lexSim}(x_1, x_2) & M_3 = 1, D_0 = 1 \end{cases}$$ (1)

where $\lambda$ is a contribution factor that represents the contribution based on disjointness axioms and individuals. If contribution is positive (negative) and pair overlaps, the SPN-based similarity is equal to the scaled lexical similarity adding (subtracting) $\lambda$. If the contribution is Unknown and pair overlaps, the SPN-based similarity is equal to the s-
caled lexical similarity. If the pair mismatches, then the inferred contribution is negative and the SPN-based similarity is equal to 0.

Using Noisy-Or model to encode probabilistic matching rules As listed in Table 3, we utilize probabilistic matching rules to describe the influences among the related pairs across ontologies.

**Table 3:** The probabilistic matching rules between entity pairs

<table>
<thead>
<tr>
<th>ID</th>
<th>Category</th>
<th>Probabilistic matching rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁</td>
<td>Class</td>
<td>two classes probably match if their fathers match</td>
</tr>
<tr>
<td>R₂</td>
<td>Class</td>
<td>two classes probably match if their children match</td>
</tr>
<tr>
<td>R₃</td>
<td>Class</td>
<td>two classes probably match if their siblings match</td>
</tr>
<tr>
<td>R₄</td>
<td>Class</td>
<td>two classes about domain probably match if related object properties match and range of these property match</td>
</tr>
<tr>
<td>R₅</td>
<td>Class</td>
<td>two classes about range probably match if related object properties match and domain of these properties match</td>
</tr>
<tr>
<td>R₆</td>
<td>Class</td>
<td>two classes about domain probably match if related data properties match and value of these properties match</td>
</tr>
</tbody>
</table>

Considering the matching probability of one pair, we observe that the condition of each rule has two value (i.e., T or F) and all the matching rules are independent of each other approximately. Moreover, all of them benefit to improving the matching probability of this pair. Therefore, we utilize the noisy-or model [5] to encode them.

\[
P(S = 1|R_i) = \begin{cases} 
0, & R_i = F \\
1, & R_i = T 
\end{cases} 
\]

\[
P(S = 1|S_0, R_1, ..., R_6) = \prod_{i=1}^{6} (1 - \delta_i) 
\]

**Fig. 3:** The network structure of noisy-or model designed in GMap

Figure 3 shows the designed noisy-or model applied in concept pairs and the extension to property pairs is straight-forward, where \(R_i\) corresponds to the \(i\)th rule and \(S_i\) is the conditional probability depended on the condition of \(R_i\). \(S_0\) represents the SPN-based similarity which is a leak probability [5]. We can easily calculate the matching probability of each pair, \(P(S = 1|S_0, R_1, ..., R_6)\), according to the formulas listed in this figure, where \(c_i\) is the count of satisfied \(R_i\) and sigmoid function \(f(c_i)\) is used to limit the upper bound of contribution of \(R_i\).

As the inference in the noisy-or model can be computed in time linear in size of nodes [5], so GMap can keep inference tractable in the whole matching process.
1.3 Adaptations made for the evaluation

There are two kinds of parameters that need be set, one mainly comes from network-s and it is set manually based on some considerations [2]. The others are adapted by I3CON data set\(^2\) such as scaling factor (\(\alpha\)), contribution factor (\(\lambda\)) in Eqs 1 and thresh-old (\(\theta\)). Nevertheless, we do not make any specific adaptation for OAEI 2015 evaluation campaign and all parameters are the same for different tracks.

1.4 Link to the system and parameters file

The latest version of GMap can be seen on https://github.com/liweizhuo001/GMap1.1.

1.5 Link to the set of provided alignments

The results of GMap can be seen on https://github.com/liweizhuo001/GMap1.1.

2 Results

In this section, we present the results of GMap achieved on OAEI 2015. Our system mainly focuses on Benchmark, Anatomy, Conference. Adding to that, we also present the results of the test Ontology Alignment for Query Answering which not follow the classical ontology alignment evaluation on the SEAL\(S\) platform.

2.1 Benchmark

The goal of Benchmark is to evaluate the matching systems in scenarios where the input ontologies lack important information. Table 4 summarizes the average results\(^3\) of it.

<table>
<thead>
<tr>
<th>Test</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>biblio</td>
<td>0.93</td>
<td>0.53</td>
<td>0.68</td>
</tr>
<tr>
<td>energy</td>
<td>0.32</td>
<td>0.02</td>
<td>0.11</td>
</tr>
</tbody>
</table>

GMap had a good performance in biblio, ranking third in F-measure, because it makes use of the string resource such as identifiers, labels and comments. Specially in ontologies 201–210 of biblio, as the mapping concepts have the same group of indi-viduals but different names, SPN can play a role in improving the alignment quality of GMap.

\(^2\) http://www.atl.external.lmco.com/projects/ontology/i3con.html

\(^3\) The new test set about energy exists some troubles.
2.2 Anatomy

The Anatomy track consists of finding an alignment between the Adult Mouse Anatomy (2744 classes) and a part of the NCI Thesaurus (3304 classes) describing the human anatomy. The results are shown in Table 5.

Table 5: Results for Anatomy track

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Runtime (s)</th>
<th>Size</th>
<th>Precision</th>
<th>F-Measure</th>
<th>Recall</th>
<th>Recall+</th>
<th>Coherent</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>40</td>
<td>1477</td>
<td>0.956</td>
<td>0.944</td>
<td>0.931</td>
<td>0.82</td>
<td>√</td>
</tr>
<tr>
<td>XMAP</td>
<td>50</td>
<td>1414</td>
<td>0.928</td>
<td>0.896</td>
<td>0.865</td>
<td>0.647</td>
<td>√</td>
</tr>
<tr>
<td>LogMapBio</td>
<td>895</td>
<td>1549</td>
<td>0.882</td>
<td>0.891</td>
<td>0.901</td>
<td>0.738</td>
<td>√</td>
</tr>
<tr>
<td>LogMap</td>
<td>24</td>
<td>1397</td>
<td>0.918</td>
<td>0.88</td>
<td>0.846</td>
<td>0.593</td>
<td>√</td>
</tr>
<tr>
<td>GMap</td>
<td>2362</td>
<td>1344</td>
<td>0.916</td>
<td>0.861</td>
<td>0.812</td>
<td>0.534</td>
<td>-</td>
</tr>
</tbody>
</table>

GMap ranked fifth in Anatomy track. We analyze that GMap does not concentrate on language techniques such as the abbreviations and emphasizes one-to-one constraint. Both of them may cause a low recall. In addition, these top-ranked systems employ alignment debugging techniques, which is helpful to improve alignment quality. However, we do not employ these techniques in the current version.

2.3 Conference

Conference track contains sixteen ontologies from the conference organization domain. There are two versions of reference alignment. The original reference alignment is labeled as RA1, and the new reference alignment, generated as a transitive closure computed on the original reference alignment, is labeled as RA2. Table 6 shows the results of our system in this track.

Table 6: Results for Conference track

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA1</td>
<td>0.66</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>RA2</td>
<td>0.63</td>
<td>0.59</td>
<td>0.61</td>
</tr>
</tbody>
</table>

For Conference track, GMap ranked sixth of the 14 participants, which outperforms others in recall except AML but its precision is lower than them. There are mainly two reasons. One is the lexical similarity which combines the similarities based on edit-distance, external lexicons and TFIDF with the max strategy. The other is the noisy-or model which is hard to describe the negative effect on pairs matching [5]. Both of them would retain some false positive matches after matching finished. Specially in property pairs, even though their domains and ranges mismatch, GMap can not describe this negative impact. Therefore, employing alignment debugging techniques are comparatively ideal method solutions to deal with this problem.
2.4 Ontology Alignment for Query Answering (OA4QA)

The aims of OA4QA are investigating the effects of logical violations affecting computed alignments and evaluating the effectiveness of repair strategies employed by the matchers. In the OAEI 2015 the ontologies and reference alignment (RA1) are based on the conference track. RAR1 is a repaired version of RA1 different from RA2 in the conference track. The table 7 presents the results for the whole set of queries.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Answered queries</th>
<th>RA1</th>
<th></th>
<th>R</th>
<th>F</th>
<th>RA1</th>
<th></th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMap</td>
<td>9/18</td>
<td>0.324</td>
<td>0.389</td>
<td>0.343</td>
<td>0.303</td>
<td>0.389</td>
<td>0.330</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since GMap did not consider mapping repair techniques, it was only able to answer half of queries, which influenced the obtained precision and recall at last.

3 General comments

3.1 Comments on the results

GMap achieved qualified results in its first participation in OAEI, which is competitive with other systems in some tracks such as Benchmark, Conference, Anatomy. Both of the employed graphical models are able to improve the quality of alignment in terms of the defined lexical similarity [6]. Most improvements are attributed to the noisy-or model because it makes use of rich relations specified in ontologies such as in Anatomy track. If there are some individuals and disjointness axioms declared in ontologies, SPN will work such as biblio (201–210) in Benchmark track. More importantly, Combining SPN and the noisy-or model is able to increase precision and recall further.

However, some weaknesses still remain. For example, the alignment incoherence of GMap is unsolved, which influences the performance of GMap. In addition, it is important for us to consider the efficiency of GMap such as running time and memory usage for large-scale mapping problems.

3.2 Discussions on the way to improve the proposed system

GMap still has a lot of room for improvement. Employing alignment debugging techniques are able to solve the alignment incoherent and reduce some false positive matches in alignment such as the pair {Conference: has members, edas: hasMember} in Conference track. In addition, seeking available data sets to learn parameters of the sum-product network and the noisy-or model is also one direction of our future works.


4 Conclusion

In this paper, we have presented GMap and its results of four tracks (i.e., Benchmark, Conference, Anatomy and Ontology Alignment for Query Answering) on OAEI 2015. The results show that GMap is competitive with the top-ranked systems in some tracks by means of combining some special graphical models (i.e., SPN, Noisy-or model). On the other hand, for those disadvantages exposed, we discuss the possible solutions. In the future, we would like to participate in more tracks and hope to efficiently solve the instance matching and large biomedical ontologies matching challenges.
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Abstract. The InsMT+ is an improved version of InsMT system participated at OAEI 2014. The InsMT+ an automatic instance matching system which consists in identifying the instances that describe the same real-world objects. The InsMT+ applies different string-based matchers with a local filter. This is the second participation of our system and we have improved somehow the results obtained by the previous version.
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1 Presentation of the System

1.1 State, Purpose, General Statement

The objective of Linked Data with the emergence of the Web of Data is to interlink semantically data together in order to be reused and processed automatically by the software agents. These data described by instances are heterogeneous and distributed. The Instance matching is a very necessary task in Linked Data; it aims to identify the instances that describe the same real-world objects.

The enormous volume of data already available on the web and its continuity to increase, requires techniques and tools capable to identify the instances that describe the same real-world objects automatically.

In this paper, we describe InsMT+ an improved version of our InsMT system which participated in OAEI 2014. This second version consists to apply different string-based matchers with a local filter. The second version shows good results better than the previous one but still not very satisfiable. The details of each step of our system are described in the following section.

1.2 Specific Techniques Used

The process of our system consists in the following successive steps.

Step 1: Extraction and Normalization of Instances In this step, our system extracts the instances. Then, we have applied (1) case conversion (conversion of all words in same upper or lower case) and (2) stop word elimination to normalize the instance informations.
**Step 2: Terminological Matchers** In this step, our system calculates the similarities between instances, normalized in previous phase, using various string-based matching algorithms. More precisely the different string-based matching algorithms used are: levenshtien-distance, Jaro, SLIM-Winkler. The calculations of similarities by each string matching algorithm are represented in matrix.

**Step 3: Local Filter** In this step, our system applies a local filter on each matrix i.e. we choose for each string-based matching algorithm a threshold to realize a filter. We consider that: the similarities which are less than the threshold are set to 0. Our intuition behind this local filter is that the similarities which are less than the threshold can influence the strategy of the average aggregation.

**Step 4: Aggregation of Similarities** In this step, our system combines the similarities of each matrix (after we have applied a local filter) using the average aggregation method and the result of the aggregation is represented in a matrix.

**Step 5: Global Filter and Identification of Alignment** In this step, our system applies a second filter on the combined matrix (result of the previous step) in order to select the correspondences found using the maximum strategy with a threshold.

### 1.3 Adaptations Made for the Evaluation

We do not have made any specific adaptation for this first version of InsMT+, for OAEI 2015 evaluation campaign. All parameters are the same for instance matching track of OAEI 2015.

### 1.4 Link to the set of provided alignments (in align format)

The result of InsMT+ system can be downloaded from OAEI 2015 website [http://islab.di.unimi.it/im_oaei_2015/index.html](http://islab.di.unimi.it/im_oaei_2015/index.html)

### 2 Results

In this section, we present the results obtained by running InsMT+ on instance matching track of OAEI 2015 evaluation campaign.

#### 2.1 Author Disambiguation Task

The goal of the author-dis task is to link OWL instances referring to the same person (i.e., author) based on their publications.

We present below the results obtained by running InsMT+ system on author disambiguation task (see Tab. 1).
Table 1: The results of InsMT+ on the Author Disambiguation Task of OAEI 2015.

<table>
<thead>
<tr>
<th>Track</th>
<th>System</th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.941</td>
<td>0.941</td>
<td>0.941</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>EXONA</td>
<td>8428</td>
<td>144827</td>
<td>0.0</td>
<td>0.0</td>
<td>NaN</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>InsMT+</td>
<td>854</td>
<td>722</td>
<td>0.834</td>
<td>0.705</td>
<td>0.764</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>InsMT+</td>
<td>8428</td>
<td>7372</td>
<td>0.76</td>
<td>0.665</td>
<td>0.709</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>0.981</td>
<td>0.981</td>
<td>0.981</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>Lily</td>
<td>8428</td>
<td>8428</td>
<td>0.964</td>
<td>0.964</td>
<td>0.964</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>LogMap</td>
<td>854</td>
<td>779</td>
<td>0.994</td>
<td>0.906</td>
<td>0.948</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>LogMap</td>
<td>8428</td>
<td>7030</td>
<td>0.996</td>
<td>0.831</td>
<td>0.906</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.911</td>
<td>0.911</td>
<td>0.911</td>
</tr>
</tbody>
</table>

* The results of InsMT+ are better compared to the first version participated in OAEI 2014, we can say that we have improved the results in terms of precision. However, the results are less better than other systems due to the simple techniques used in InsMT+. Since, InsMT+ is based only on String-based similarity.

### 2.2 Author Recognition Task

The goal of the author-rec task is to associate a person (i.e., author) with the corresponding publication report containing aggregated information about the publication activity of the person, such as number of publications, h-index, years of activity, number of citations.

We present below the results obtained by running InsMT+ system on author recognition task (see Tab. 2).

Table 2: The results of InsMT+ on the Author Recognition Task of OAEI 2015.

<table>
<thead>
<tr>
<th>Track</th>
<th>System</th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandbox task</td>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.518</td>
<td>0.518</td>
<td>0.518</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>EXONA</td>
<td>8428</td>
<td>8428</td>
<td>0.409</td>
<td>0.409</td>
<td>0.409</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>InsMT+</td>
<td>854</td>
<td>90</td>
<td>0.556</td>
<td>0.059</td>
<td>0.106</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>InsMT+</td>
<td>8428</td>
<td>961</td>
<td>0.246</td>
<td>0.028</td>
<td>0.05</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>Lily</td>
<td>8428</td>
<td>8424</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>LogMap</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>LogMap</td>
<td>8428</td>
<td>8436</td>
<td>0.999</td>
<td>1.0</td>
<td>0.999</td>
</tr>
<tr>
<td>Sandbox task</td>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Mainbox task</td>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
</tbody>
</table>
* The results of InsMT+ on this track are not at all very satisfiable. However, we can remark that the number of retrieved mappings by our system is less 10 time than the mappings discovered by other systems, which explained the results obtained. We are trying to analyses the reason of these results in order to improve our system.

3 Conclusion

This is the second time that InsMT+ system has participated in SEAL platform and OAEI campaign. In this year, our system has participated only in two instance matching tracks of OAEI 2015 evaluation campaign. The InsMT+ system gives good results better than the InsMT system but these results still not statifaisable. As future Perspective, we attempt to improve more our system in order to get better results.
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Abstract. This paper presents the results of Lily in the ontology alignment contest OAEI 2015. As a comprehensive ontology matching system, Lily is intended to participate in four tracks of the contest: benchmark, conference, anatomy, and instance matching. The specific techniques used by Lily will be introduced briefly. The strengths and weaknesses of Lily will also be discussed.

1 Presentation of the system

With the use of hybrid matching strategies, Lily, as an ontology matching system, is capable of solving some issues related to heterogeneous ontologies. It can process normal ontologies, weak informative ontologies \[5\], ontology mapping debugging \[7\], and ontology matching tuning \[9\], in both normal and large scales. In previous OAEI contests \[1–3\], Lily has achieved preferable performances in some tasks, which indicated its effectiveness and wideness of availability.

1.1 State, purpose, general statement

The core principle of matching strategies of Lily is utilizing the useful information correctly and effectively. Lily combines several effective and efficient matching techniques to facilitate alignments. There are five main matching strategies: (1) Generic Ontology Matching (GOM) is used for common matching tasks with normal size ontologies. (2) Large scale Ontology Matching (LOM) is used for the matching tasks with large size ontologies. (3) Instance Ontology Matching (IOM) is used for instance matching tasks. (4) Ontology mapping debugging is used to verify and improve the alignment results. (5) Ontology matching tuning is used to enhance overall performance.

The matching process mainly contains three steps: (1) Pre-processing, when Lily parses ontologies and prepares the necessary information for subsequent steps. Meanwhile, the ontologies will be generally analyzed, whose characteristics, along with studied datasets, will be utilized to determine parameters and strategies. (2) Similarity computing, when Lily uses special methods to calculate the similarities between elements from different ontologies. (3) Post-processing, when alignments are extracted and refined by mapping debugging.

In this year, some algorithms and matching strategies of Lily have been modified for higher efficiency, and adjusted for brand-new matching tasks like Author Recognition and Author Disambiguation in the Instance Matching track.
1.2 Specific techniques used

Lily aims to provide high quality 1:1 concept pair or property pair alignments. The main specific techniques used by Lily are as follows.

**Semantic subgraph** An element may have heterogeneous semantic interpretations in different ontologies. Therefore, understanding the real local meanings of elements is very useful for similarity computation, which are the foundations for many applications including ontology matching. Therefore, before similarity computation, Lily first describes the meaning for each entity accurately. However, since different ontologies have different preferences to describe their elements, obtaining the semantic context of an element is an open problem. The semantic subgraph was proposed to capture the real meanings of ontology elements [4]. To extract the semantic subgraphs, a hybrid ontology graph is used to represent the semantic relations between elements. An extracting algorithm based on an electrical circuit model is then used with new conductivity calculation rules to improve the quality of the semantic subgraphs. It has been shown that the semantic subgraphs can properly capture the local meanings of elements [4].

Based on the extracted semantic subgraphs, more credible matching clues can be discovered, which help reduce the negative effects of the matching uncertainty.

**Generic ontology matching method** The similarity computation is based on the semantic subgraphs, which means all the information used in the similarity computation comes from the semantic subgraphs. Lily combines the text matching and structure matching techniques.

Semantic Description Document (SDD) matcher measures the literal similarity between ontologies. A semantic description document of a concept contains the information about class hierarchies, related properties and instances. A semantic description document of a property contains the information about hierarchies, domains, ranges, restrictions and related instances. For the descriptions from different entities, the similarities of the corresponding parts will be calculated. Finally, all separated similarities will be combined with the experiential weights.

**Matching weak informative ontologies** Most existing ontology matching methods are based on the linguistic information. However, some ontologies may lack in regular linguistic information such as natural words and comments. Consequently the linguistic-based methods will not work. Structure-based methods are more practical for such situations. Similarity propagation is a feasible idea to realize the structure-based matching. But traditional propagation strategies do not take into consideration the ontology features and will be faced with effectiveness and performance problems. Having analyzed the classical similarity propagation algorithm, *Similarity Flood*, we proposed a new structure-based ontology matching method [5]. This method has two features: (1) It has more strict
but reasonable propagation conditions which lead to more efficient matching processes and better alignments. (2) A series of propagation strategies are used to improve the matching quality. We have demonstrated that this method performs well on the OAEI benchmark dataset [5].

However, the similarity propagation is not always perfect. When more alignments are discovered, more incorrect alignments would also be introduced by the similarity propagation. So Lily also uses a strategy to determine when to use the similarity propagation.

**Large scale ontology matching** Matching large ontologies is a challenge due to its significant time complexity. We proposed a new matching method for large ontologies based on reduction anchors [6]. This method has a distinct advantage over the divide-and-conquer methods because it does not need to partition large ontologies. In particular, two kinds of reduction anchors, positive and negative reduction anchors, are proposed to reduce the time complexity in matching. Positive reduction anchors use the concept hierarchy to predict the ignorable similarity calculations. Negative reduction anchors use the locality of matching to predict the ignorable similarity calculations. Our experimental results on the real world datasets show that the proposed methods are efficient in matching large ontologies [6].

**Ontology mapping debugging** Lily utilizes a technique named ontology mapping debugging to improve the alignment results [7]. Different from existing methods that focus on finding efficient and effective solutions for the ontology mapping problems, mapping debugging emphasizes on analyzing the mapping results to detect or diagnose the mapping defects. During debugging, some types of mapping errors, such as redundant and inconsistent mappings, can be detected. Some warnings, including imprecise mappings or abnormal mappings, are also locked by analyzing the features of mapping result. More importantly, some errors and warnings can be repaired automatically or can be presented to users with revising suggestions.

**Ontology matching tuning** Lily adopted ontology matching tuning this year. By performing parameter optimization on training datasets [9], Lily is able to determine the best parameters for similar tasks. Those data will be stored. When it comes to real matching tasks, Lily will perform statistical calculations on the new ontologies to acquire their features that help it find the most suitable configurations, based on previous training data. In this way, the overall performance can be improved.

Currently, ontology matching tuning is not totally automatic. It is difficult to find out typical statistical parameters that distinguish each task from others. Meanwhile, learning from test datasets can be really time-consuming. Our experiment is just a beginning.
1.3 Adaptations made for the evaluation

For benchmark, anatomy and conference tasks, Lily is totally automatic, which means Lily can be invoked directly from the SEALS client. It will also determine which strategy to use and the corresponding parameters. For a specific instance matching task, Lily needs to be configured and started up manually, so only matching results were submitted.

1.4 Link to the system and parameters file

SEALS wrapped version of Lily for OAEI 2015 is available at https://drive.google.com/file/d/0B4fqkE38d3QrS1Zta0pPSFpqXzA/view?usp=sharing.

1.5 Link to the set of provided alignments

The set of provided alignments, as well as overall performance, is available at each track of the OAEI 2015 official website, http://oaei.ontologymatching.org/2015/.

2 Results

2.1 Benchmark track

There are two datasets in different sizes: Biblio and energy. The former one, which will be matched using Generic Ontology Matching, is generally small, while the latter one is so much that it has to be matched by Large scale Ontology Matching.

There are five groups of test suites in each dataset. Each test suite has 94 matching tasks. The overall results of one test suite will be represented by the mean value of Precision, Recall and F-Measure. Test suites were generated from the same seed ontologies, which means they are all equal. Thus, the harmonic mean values of all test suites will be used to evaluate how well Lily worked.

The detailed results are shown in Table 1.
Table 1. The performance in the Benchmark track

<table>
<thead>
<tr>
<th>Test suite</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>biblio-r1</td>
<td>0.96</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>biblio-r2</td>
<td>0.96</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>biblio-r3</td>
<td>0.97</td>
<td>0.84</td>
<td>0.90</td>
</tr>
<tr>
<td>biblio-r4</td>
<td>0.97</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>biblio-r5</td>
<td>0.97</td>
<td>0.84</td>
<td>0.90</td>
</tr>
<tr>
<td>H-mean</td>
<td>0.97</td>
<td>0.83</td>
<td>0.90</td>
</tr>
<tr>
<td>energy-r1</td>
<td>0.90</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>energy-r2</td>
<td>0.90</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>energy-r3</td>
<td>0.90</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>energy-r4</td>
<td>0.89</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>energy-r5</td>
<td>0.91</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>H-mean</td>
<td>0.90</td>
<td>0.77</td>
<td>0.83</td>
</tr>
</tbody>
</table>

As Table 1 has shown, Lily handles Benchmark datasets well in both small and large scales, although the results of the energy dataset are slightly worse as the expense of better performance. According to the Benchmark results of OAEI2015\(^1\), Lily has the highest overall F-Measure among 11 matching systems that generated alignments for the Biblio dataset. However, the public results show that Lily failed to produce alignments for energy dataset. That is because the energy dataset is a replacement for its former dataset IFC. The substitution also brought about format changes of ontology description files. Consequently, Lily and some other systems were not able to parse ontologies correctly. After the issue was fixed, we evaluated Lily on only energy dataset with SEALS client and obtained the results.

2.2 Anatomy track

The anatomy matching task consists of two real large-scale biological ontologies. Table 2 shows the performance of Lily in the Anatomy track on a server with one 3.46 GHz, 6-core CPU and 8GB RAM allocated. The time unit is second(s).

Table 2. The performance in the Anatomy track

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Runtime</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lily</td>
<td>266s</td>
<td>0.87</td>
<td>0.79</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Compared with the result in OAEI 2011 [8], there is a small improvement of Precision, Recall and F-Measure, from 0.80, 0.72 and 0.76 to 0.87, 0.79 and 0.83,\(^1\)

\(^1\) http://oaei.ontologymatching.org/2015/results/benchmarks/index.html
respectively. One main reason for the improvement is that we found the names of classes not semantically useful, which would confuse Lily when the similarity matrix was calculated. After the names were excluded, better alignments were generated. Besides, there is a significant reduction of the time consumption, from 563s to 266s. This is not only the result of stronger CPU, but also because more optimizations, like parallelization, were applied to the algorithms in Lily.

However, as can be seen in the overall result, Lily lies in the middle position of the rank, which indicates it is still possible to make further progress. Additionally, some key algorithms have not been successfully parallelized. After that is done, the time consumption is expected to be further reduced.

### 2.3 Conference track

In this track, there are 7 independent ontologies that can be matched with one another. The 21 subtasks are based on given reference alignments. As a result of heterogeneous characters, it is a challenge to generate high-quality alignments for all ontology pairs in this track.

Lily adopted ontology matching tuning for the Conference track this year. Table 3 shows its latest performance.

<table>
<thead>
<tr>
<th>Test Case ID</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmt-conference</td>
<td>0.53</td>
<td>0.6</td>
<td>0.56</td>
</tr>
<tr>
<td>cmt-confof</td>
<td>0.80</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td>cmt-edas</td>
<td>0.64</td>
<td>0.54</td>
<td>0.58</td>
</tr>
<tr>
<td>cmt-ekaw</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>cmt-iasted</td>
<td>0.57</td>
<td>1.00</td>
<td>0.73</td>
</tr>
<tr>
<td>cmt-sigkdd</td>
<td>0.70</td>
<td>0.58</td>
<td>0.64</td>
</tr>
<tr>
<td>conference-confof</td>
<td>0.67</td>
<td>0.53</td>
<td>0.59</td>
</tr>
<tr>
<td>conference-edas</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>conference-ekaw</td>
<td>0.62</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>conference-iasted</td>
<td>0.67</td>
<td>0.43</td>
<td>0.52</td>
</tr>
<tr>
<td>conference-sigkdd</td>
<td>0.71</td>
<td>0.67</td>
<td>0.69</td>
</tr>
<tr>
<td>confof-edas</td>
<td>0.69</td>
<td>0.47</td>
<td>0.56</td>
</tr>
<tr>
<td>confof-ekaw</td>
<td>0.79</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>confof-iasted</td>
<td>0.46</td>
<td>0.67</td>
<td>0.55</td>
</tr>
<tr>
<td>confof-sigkdd</td>
<td>0.17</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>edas-ekaw</td>
<td>0.67</td>
<td>0.52</td>
<td>0.59</td>
</tr>
<tr>
<td>edas-iasted</td>
<td>0.50</td>
<td>0.37</td>
<td>0.42</td>
</tr>
<tr>
<td>edas-sigkdd</td>
<td>0.63</td>
<td>0.33</td>
<td>0.43</td>
</tr>
<tr>
<td>ekaw-iasted</td>
<td>0.50</td>
<td>0.80</td>
<td>0.62</td>
</tr>
<tr>
<td>ekaw-sigkdd</td>
<td>0.50</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>iasted-sigkdd</td>
<td>0.56</td>
<td>0.67</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.59</strong></td>
<td><strong>0.53</strong></td>
<td><strong>0.56</strong></td>
</tr>
</tbody>
</table>
Compared with the result in OAEI 2011 [8], there is a significant improvement of mean Precision, Recall and F-Measure, from 0.36, 0.47 and 0.41 to 0.59, 0.53 and 0.56, respectively. Besides, all the tasks share the same configurations, so it is possible to generate better alignments by assigning the most suitable parameters for each task. We will continue to enhance this feature.

2.4 Instance matching track

We submitted alignments for two tasks in the IM track of OAEI 2015: Author Disambiguation Task and Author Recognition Task. For the other three tasks, there is currently no specific strategy available, so Lily will not produce alignments for them.

For each task, there are two matching subtasks with different scales. The sandbox scale is around 1,000 instances, which was provided as the test dataset. The mainbox scale is around 10,000 instances. The results will be analyzed for each task.

**Author Disambiguation Task** Lily utilized a different strategy for this task, as we found several features of the dataset: one author’s name in ontology A usually contains the corresponding name in ontology B, and a slight difference of one property may distinguish publications in two ontologies. The result is shown in Table 4.

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Scale</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lily</td>
<td>sandbox</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Lily</td>
<td>mainbox</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
</tbody>
</table>

As can be seen in Table 4, the strategy is practical. Most correct matches can be found with high precision in both sandbox and mainbox subtasks. According to overall results, Lily scores highest in this task. However, there are still some missing matches. After analyzing the reference alignments and matching ontologies, we found that some matched authors had actually no publication in common, and that accounts for many matches missed by Lily.

**Author Recognition Task** Quite different from the previous task, this task requires computations over the source ontology, whose results will be matched with the target ontology. Lily will first follow the requirement to generate an intermediate, statistical ontology from the source ontology. Then, string properties and numeric properties of that ontology and the target ontology will be compared in different methods. Finally, all the similarities will be combined. The result is shown in Table 5.
Table 5. The performance in the author-rec task

<table>
<thead>
<tr>
<th>Matcher</th>
<th>Scale</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lily sandbox</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Lily mainbox</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen in Table 5, the strategy is practical as well, especially for the sandbox subtask.

3 General comments

In this year, a lot of modifications were done to Lily for both effectiveness and efficiency. The performance has been improved as we have expected. The strategies for new tasks have been proved to be useful.

On the whole, Lily is a comprehensive ontology matching system with the ability to handle multiple types of ontology matching tasks, of which the results are generally competitive. However, Lily still lacks in strategies for some newly developed matching tasks. The relatively high time and memory consumption also prevent Lily from finishing some challenging tasks.

4 Conclusion

In this paper, we briefly introduced our ontology matching system Lily. The matching process and the special techniques used by Lily were presented, and the alignment results were carefully analyzed.

There is still so much to do to make further progress. Lily needs more optimization to handle large ontologies with limited time and memory. Thus, techniques like parallelization will be applied more. Also, we have just tried out ontology matching tuning. With further research on that, Lily will not only produce better alignments for tracks it was intended for, but also be able to participate in the interactive track.
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Abstract. We present the results obtained in the OAEI 2015 campaign by our ontology matching system LogMap and its variants: LogMapC, LogMapBio and LogMapLt. The LogMap project started in January 2011 with the objective of developing a scalable and logic-based ontology matching system. This is our sixth participation in the OAEI and the experience has so far been very positive. Currently, LogMap is the only system that participates in all OAEI tasks.

1 Presentation of the system

Ontology matching systems typically rely on lexical and structural heuristics and the integration of the input ontologies and the mappings may lead to many undesired logical consequences. In [12] three principles were proposed to minimize the number of potentially unintended consequences, namely: (i) consistency principle, the mappings should not lead to unsatisfiable classes in the integrated ontology; (ii) locality principle, the mappings should link entities that have similar neighbourhoods; (iii) conservativity principle, the mappings should not introduce alterations in the classification of the input ontologies. Violations to these principles may hinder the usefulness of ontology mappings. The practical effect of these violations, however, is clearly evident when ontology alignments are involved in complex tasks such as query answering [19].

LogMap [11, 13] is a highly scalable ontology matching system that implements the consistency and locality principles. LogMap also supports (real-time) user interaction during the matching process, which is essential for use cases requiring very accurate mappings. LogMap is one of the few ontology matching system that (i) can efficiently match semantically rich ontologies containing tens (and even hundreds) of thousands of classes, (ii) incorporates sophisticated reasoning and repair techniques to minimise the number of logical inconsistencies, and (iii) provides support for user intervention during the matching process.

LogMap relies on the following elements, which are keys to its favourable scalability behaviour (see [11, 13] for details).

\textit{Lexical indexation.} An inverted index is used to store the lexical information contained in the input ontologies. This index is the key to efficiently computing an initial set of mappings of manageable size. Similar indexes have been successfully used in information retrieval and search engine technologies [2].

\textit{Logic-based module extraction.} The practical feasibility of unsatisfiability detection and repair critically depends on the size of the input ontologies. To reduce the size of
the problem, we exploit ontology modularisation techniques. Ontology modules with well-understood semantic properties can be efficiently computed and are typically much smaller than the input ontology (e.g. [5]).

**Propositional Horn reasoning.** The relevant modules in the input ontologies together with (a subset of) the candidate mappings are encoded in LogMap using a Horn propositional representation. Furthermore, LogMap implements the classic Dowling-Gallier algorithm for propositional Horn satisfiability [6]. Such encoding, although incomplete, allows LogMap to detect unsatisfiable classes soundly and efficiently.

**Axiom tracking.** LogMap extends Dowling-Gallier’s algorithm to track all mappings that may be involved in the unsatisfiability of a class. This extension is key to implementing a highly scalable repair algorithm.

**Local repair.** LogMap performs a greedy local repair; that is, it repairs unsatisfiabilities on-the-fly and only looks for the first available repair plan.

**Semantic indexation.** The Horn propositional representation of the ontology modules and the mappings is efficiently indexed using an interval labelling schema [1] — an optimised data structure for storing directed acyclic graphs (DAGs) that significantly reduces the cost of answering taxonomic queries [4, 20]. In particular, this semantic index allows us to answer many entailment queries as an index lookup operation over the input ontologies and the mappings computed thus far, and hence without the need for reasoning. The semantic index complements the use of the propositional encoding to detect and repair unsatisfiable classes.

### 1.1 LogMap variants in the 2015 campaign

As in the 2014, in the 2015 campaign we have participated with 3 variants:

**LogMapLt** is a “lightweight” variant of LogMap, which essentially only applies (efficient) string matching techniques.

**LogMapC** is a variant of LogMap which, in addition to the consistency and locality principles, also implements the conservativity principle (see details in [21, 22]). The repair algorithm is more aggressive than in LogMap, thus we expect highly precise mappings but with a significant decrease in recall.

**LogMapBio** includes an extension to use BioPortal [8, 9] as a (dynamic) provider of mediating ontologies instead of relying on a few preselected ontologies [3].

### 1.2 Adaptations made for the 2015 evaluation

LogMap’s algorithm described in [11, 13, 14] has been adapted with the following new functionalities:

**Local repair with global information.** We have extended LogMap to include global information in the local repairs, that is, repair plans of the same size are ordered according to their degree of conflictness (i.e. number of cases where the mappings in the repair are involved in an unsatisfiability). Hence, LogMap prefers to remove mappings that are more likely to lead to other unsatisfiabilities.
ii **Extended multilingual support.** We have extended our multilingual module to use both *google translate* and *microsoft translator*. Additionally, in order to split Chinese words, we rely on the ICTCLAS library developed by the Institute of Computing Technology of the Chinese Academy of Sciences.

iii **Extended instance matching support.** We have also adapted LogMap’s instance matching module to cope with the new OAEI 2014 tasks.

iv **BioPortal module.** In the OAEI 2015, LogMapBio uses the top-10 mediating (the 2014 version used only the top-5) ontologies given by the algorithm presented in [3]. Note that, LogMapBio only participates in the biomedical tracks. In the other tracks the results are expected to be the same as LogMap.

1.3 **Link to the system and parameters file**

LogMap is open-source and released under GNU Lesser General Public License 3.0. LogMap components and source code are available from the LogMap’s GitHub page: https://github.com/ernestojimenezruiz/logmap-matcher/. LogMap distributions can be easily customized through a configuration file containing the matching parameters.

LogMap, including support for interactive ontology matching, can also be used directly through an AJAX-based Web interface: http://csu6325.cs.ox.ac.uk/. This interface has been very well received by the community since it was deployed in 2012. More than 2,000 requests coming from a broad range of users have been processed so far.

1.4 **Modular support for mapping repair**

Only a very few systems participating in the OAEI competition implement repair techniques. As a result, existing matching systems (even those that typically achieve very high precision scores) compute mappings that lead in many cases to a large number of unsatisfiable classes.

We believe that these systems could significantly improve their output if they were to implement repair techniques similar to those available in LogMap. Therefore, with the goal of providing a useful service to the community, we have made LogMap’s ontology repair module (LogMap-Repair) available as a self-contained software component that can be seamlessly integrated in most existing ontology matching systems [16, 7].

2 **Results**


---

4 Currently we rely on the (unofficial) APIs available at https://code.google.com/p/google-api-translate-java/ and https://code.google.com/p/microsoft-translator-java-api/
5 https://code.google.com/p/ictclas4j/
6 http://www.gnu.org/licenses/
3 General comments and conclusions

3.1 Comments on the results

LogMap has been one of the top systems in the OAEI 2015 and the only system that participates in all tracks. Furthermore, it has also been one of the few systems implementing repair techniques and providing (almost) coherent mappings in all tracks.

LogMap’s main weakness is that the computation of candidate mappings is based on the similarities between the vocabularies of the input ontologies; hence, in the cases where the ontologies are lexically disparate or do not provide enough lexical information LogMap is at a disadvantage.

3.2 Discussions on the way to improve the proposed system

LogMap is now a stable and mature system that has been made available to the community and has been extensively tested. There are, however, many exciting possibilities for future work. For example we aim at improving the current multilingual features and the current use of external resources like BioPortal. Furthermore, we are applying LogMap in practice in the domain of oil and gas industry within the FP7 Optique\footnote{http://www.optique-project.eu/} [18, 15, 10, 17]. This practical application presents a very challenging problem.
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Abstract. The paper presents a novel technique for aligning cross-lingual ontologies that does not rely on machine translation, but uses the large multilingual semantic network BabelNet as a source of background knowledge. In addition, our approach applies a novel orchestration of the components of the matching workflow. We demonstrate that our method outperforms considerably the best techniques in the state-of-the-art.

1 Presentation of the system

In spite of the considerable advance that has been made in the field of ontology matching recently, many questions remain open [1]. The current work addresses the challenge of using background knowledge with a focus on aligning cross-lingual ontologies, i.e., defined in different natural languages [2].

Indeed, considering multilingual and cross-lingual information is becoming more and more important, in view particularly of the growing number of content-creating non-English users and the clear demand of cross-language interoperability. In the context of the web of data, it is important to propose procedures for linking vocabularies across natural languages, in order to foster the creation of a veritable global information network.

The use of different natural languages in the concepts and relations labeling process is becoming an important source of ontology heterogeneity. The methods that have been proposed to deal with it most commonly rely on automatic translation of labels to a single target language [3] or apply machine learning techniques [2]. However, machine translation tolerates low precision levels and machine learning methods require large training corpus that is rarely available in an ontology matching scenario. An inherent problem of translation is that there is often a lack of exact one-to-one correspondence between the terms in different natural languages.

1.1 State, purpose, general statement

We present LYAM++ (Yet Another Matcher - Light), a fully automatic cross-lingual ontology matching system that does not rely on machine translation. Instead, we make use of the openly available general-purpose multilingual semantic network BabelNet\(^1\) in order to recreate the missing semantic context in

\(^1\) http://babelnet.org/
the matching process. Another original feature of our approach is the choice of orchestration of the matching workflow. Our experiments on the MultiFarm\(^2\) benchmark data show that (1) our method outperforms the best approaches in the current state-of-the-art and (2) the novel workflow orchestration provides better results compared to the classical one.

### 1.2 Specific techniques used

The workflow of LYAM++ is given in Fig. 1. We take as an input a source ontology \(S\), given in a natural language \(l_S\) and a target ontology \(T\), given in a language \(l_T\). The overall processes consists of four main components: a terminological multilingual matcher, a mapping selection module and, finally, a structural matcher. One of the original contributions of this work is the choice of orchestration of these components. Indeed, the places of the mapping selection module and the structural matcher are reversed in the existing OM tools [4]. However, we wanted to ensure that we feed only good quality mappings to the structural matcher, therefore we decided to filter the discovered correspondences right after producing the initial alignment. This decision is supported experimentally in the following section.

The **multilingual terminological matching** module, the second contribution described in this paper, acts on the one hand as a preprocessing component and, on the other hand – as a light-weight terminological matcher between cross-lingual labels. We start by splitting the elements of each ontology in three groups: labels of classes, labels of object properties and labels of data object properties (in colors blue, black and red in the figure), since these groups of elements are to be aligned separately. A standard preprocessing procedure is applied on these sets of labels, comprising character normalization, stop-words filtering, tokenization and lemmatization. The tokens of the elements of \(T\) are then aligned to BabelNet. At first, every token of a given label \(s\) in \(S\) is enriched by related

\(^2\) http://web.informatik.uni-mannheim.de/multifarm/
terms and synonyms from BabelNet and all of these terms are represented in the language $l_T$, which makes these terms comparable to the tokens of the labels in $T$. A simple similarity evaluation by the help of the Jaccard coefficient selects the term in each set of related terms corresponding to a given token from $s$ that has the highest score with respect to every token in each label of $T$. This helps to restitute the label $s$ in the language $l_T$. Finally, the labels in each group of $S$ and $T$, seen as sets of tokens, are compared by using the Soft TFIDF similarity measure [5], which produces an intermediate terminological alignment.

The three remaining components are standard OM modules [4], although ordered in a new manner. The Mapping selection is a module that transforms the initial 1 to many mapping to a 1:1 alignment based on the principle of iteratively retaining the pairs of concepts with maximal value of similarity. Finally, the structural matcher component filters the trustworthy pairs of aligned concepts by looking at the similarity values produced for their parents and their children in the ontology hierarchies.

1.3 Link to the system and parameters file

The system is not yet available online. The reason for that is that it depends heavily on the use of BabelNet, which is a protected source. We are working on implementing a sharable version of LYAM++ making use of different open access background knowledge sources.

1.4 Link to the set of provided alignments (in align format)

The alignments produced by LYAM++ for this year’s Multifarm track can be found under the following link: http://www.lirmm.fr/benellefi/Lyam++.rar

2 Results

We have evaluated our approach on data coming from the ontology alignment evaluation initiative (OAEI)\(^3\) and particularly Multifarm—a benchmark designed for evaluating cross-lingual ontology matching systems. Multifarm data consist of a set of 7 ontologies originally coming from the Conference benchmark of OAEI, translated into 8 languages. Two evaluation tasks are defined: task 1 consists in matching two different ontologies given in different languages, while task 2 aims to align different language versions of one single ontology.

We have performed experiments on both tasks by using the pairs of languages given in the summary of our results in Table 1.

In another experiment, we have evaluated the results obtained by using our novel orchestration of matching components, as compared to the standard orchestration. The figures in Table 2 show that the workflow proposed in this paper acts in favor of achieving better results as compared to the standard method.

\(^3\) http://oaei.ontologymatching.org/
Table 1: Comparing LYAM++ to AML

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LYAM++</td>
<td>0.54</td>
<td>0.58</td>
<td>0.62</td>
<td>0.60</td>
<td>0.60</td>
<td>0.63</td>
<td>0.67</td>
<td>0.53</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Average F-measures over all threshold values per language pair for task 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LYAM++</td>
<td>0.58</td>
<td>0.72</td>
<td>0.67</td>
<td>0.77</td>
<td>0.64</td>
<td>0.70</td>
<td>0.68</td>
<td>0.74</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Average F-measures over all threshold values per language pair for task 2.

Table 2: Comparing the standard and the novel orchestrations

<table>
<thead>
<tr>
<th>Language pair</th>
<th>EN-FR</th>
<th>EN-RU</th>
<th>EN-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard (avg)</td>
<td>0.45</td>
<td>0.32</td>
<td>0.39</td>
</tr>
<tr>
<td>Novel (avg)</td>
<td>0.84</td>
<td>0.59</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Average F-measures over all language-pairs per threshold value.

3 Discussions on the way to improve the proposed system

Currently, we are working on enhancing the system in order to make applicable to the general ontology matching problem and not only to cross-lingual ones. We have generated first results on the Conference benchmark without any modification in the settings and our results are quite promising. For the majority of the datasets (ontology pairs) our system achieves a f-score almost as good as the f-score of AML, the best performing system on that track.

We consider that a key feature for the improvement of our system is the appropriate choice of background knowledge. In order to improve the results achieved on the Conference track, we plan to use monolingual general purpose background knowledge (for example, the english subgraphs of YAGO or DBpedia) instead of BabelNet.

We intend to use domain specific background knowledge in order to solve alignment problems in specific areas of knowledge. More precisely, we plan to participate on the Anatomy track by testing different kinds of domain specific background knowledge, such as UMLS or other.

4 Conclusions

We presented an efficient approach for aligning cross-lingual ontologies by using the multilingual lexical database BabelNet. Subjects of ongoing and future work are (1) testing and evaluating different sources of external knowledge, (2) applying the approach to a larger set of languages and (3) adaptation of the
approach to the monolingual case and studying the use of background knowledge in a monolingual ontology matching scenario.
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1 Presentation of the system

Most matching systems implement their functionality as a sequential process. Such systems start with analyzing different types of evidence, in most cases with a focus on the involved labels, and generate, as an intermediate result, a set of weighted matching hypotheses. From the intermediate result a subset of the generated hypotheses is chosen as final output. The approach implemented in MAMBA differs significantly from this approach.

MAMBA\(^1\) treats labels (and their parts) as well as logical entities (classes and properties) as first class citizens in an optimization problem. During the matching process MAMBA generates hypotheses about equivalences between labels and tokens, while at the same time mappings between concepts and properties are considered to be true and wrong. MAMBA uses Markov Logic \([6]\) to define constraints that ensure that the underlying assumptions about equivalent tokens are always consistent and that dependencies between labels and entities described by these labels are taken into account. The approach implemented in MAMBA has been described in details in a paper \([4]\) that can also be found in the proceedings of the Ontology Matching Workshop. To avoid redundancy, we omit a description of the underlying approach in this paper. Instead of that we comment on some results and discuss open issues.

MAMBA is available at http://web.informatik.uni-mannheim.de/mamba/. Note that MAMBA was developed with the motivation to illustrate the benefit of the approach roughly sketched in [3] and finally presented in [4]. Thus, MAMBA is not a general-purpose ontology matching system but a research prototype.

2 Results

2.1 Conference Track

The OAEI conference track was used as one of the main test sets used during the development and testing of MAMBA. The achieved results are shown in Table 1.

Comparing these results against the results of previous OAEI editions, MAMBA is always among the best two systems with respect to F-measure. Only the system YAM++ \([1]\) achieved an F-measure of .71 (ra-2) and .74 (ra-1), which is a bit better than the results of MAMBA.

\(^1\) MAMBA stands for Mannheim Matcher based on a Bilayered Approach
Table 1. Results for the Conference track

<table>
<thead>
<tr>
<th>Gold Standard</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ra-1</td>
<td>.80</td>
<td>.68</td>
<td>.59</td>
</tr>
<tr>
<td>ra-2</td>
<td>.83</td>
<td>.72</td>
<td>.63</td>
</tr>
</tbody>
</table>

2.2 Results for the other tracks

Due to the fact that MAMBA is currently only a research prototype mainly developed for testing the approach that we described in [4], we have not conducted many experiments on other data sets. However, we already know that MAMBA will probably not be able to match ontologies with more than 1000 concepts due to the underlying optimization problem. Furthermore, we made only a very quick test with the bibliographic benchmark, to ensure that the basic functionality of a matching system is implemented.

3 General comments

3.1 Comments on the Results

The results for the Conference track illustrate the benefits of the proposed approach. Note that we applied a very restrictive approach for computing the input similarities which are used as evidence for the equivalence hypotheses between the tokens. We used more or less the maximum of Levensthein similarity and Wu Palmer WordNet similarity together with a very simple method for generating similarities between pairs of tokens that contain abbreviations (e.g., ProgramCommitteeMember vs. PCMember). Most approaches use a richer set of methods with a fine tuned aggregation method. Thus, we believe that the results of MAMBA can be improved by using better similarity measures.

We did not compute results for any other track. While we were mainly interested in understanding the impact of our new approach, we could spend only a limited time in checking whether MAMBA is capable of generating alignments for all kind of input ontologies that might differ in format and in the way how labels are used to describe the logical entities. Preliminary experiments with one test set from the benchmark series showed that MAMBA generates for these synthetic data sets only mediocre results.

The most critical issues are related to the runtimes of MAMBA. MAMBA will not terminate for ontologies with more than 1000 concepts. The optimization problem that needs to be solved is NP-hard. Note also the the runtime performance of MAMBA is even worse than the runtime performance of CODI [2], which also defines internally an optimization problem. Due to the two layers of tokens and entities, MAMBA translates a matching problem into a more complex problem with more variables and more constraints.

3.2 Improving the Approach

An additional amount of engineering work is required to make MAMBA more robust. There is a high chance that the current version contains several bugs that need to be
detected via extensive testing. We know, for example, that complex domain and range restrictions are currently not correctly interpreted by MAMBA.

The runtime problems of MAMBA cannot be solved easily. We are currently using a stack of systems (Rockit [5], GUROBI), where each system is known to be one of the most efficient systems for solving the type of problems that MAMBA generates. Moreover, we apply already a specific technique to speed up the matching task, by first solving a relaxed version of the matching problem, which allows to solve the harder problem more efficiently.2

Our main motivation while developing MAMBA was to show the need for generating alignments that are consistent with respect to the corresponding assumptions about the meanings of the involved tokens. This general idea is not necessarily bound to the use of optimization techniques. Greedy techniques can also be used to ensure this special kind of label/entity alignment consistency. Indeed, such approaches have to be used to make the general idea applicable to matching larger ontologies as we find them in the Anatomy track or in the Large Biomedical track.

3.3 Comments on OAEI test cases

The availability of the OAEI test cases has revealed that MAMBA needs to be significantly improved to become a robust matching systems instead of being just a set of scripts that have been used to illustrate the benefits of a specific approach. We must admit that we underestimated the engineering work that is required to implement these improvements.

However, our sole focus on the conference track was mainly motivated by the fact that the conference track is the only track that has a manually generated, high quality gold standard that is at the same time easily understandable, while the ontologies are relatively expressive and differ partially in their modeling style. This real world scenario results in a great deal of non trivial mappings that our approach is designed to detect. For that reasons it would be a significant improvement if the OAEI would offer a second track that has a similar characteristic as the conference track.

4 Conclusion

MAMBA is our attempt to implement the approach described in [4] as a matching system. While we were able to generate good results for the test cases of the Conference track, we have not yet systematically tested the performance of MAMBA for the other tracks. We already know that MAMBA will not terminate in acceptable time for test cases with more than 1000 classes. Nevertheless, the good results that we achieved for the conference track might be a motivation to modify existing matching systems in a way that the resulting mappings are consistent with respect to the implicit assumptions regarding the equivalence of the involved tokens.

2 Unfortunately, this approach is not even explained in [4]. Contact the author if you are interested in the details.
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Abstract. This paper presents the results of RiMOM in the Ontology Alignment Evaluation Initiative (OAEI) 2015. We only participated in Instance Matching@OAEI2015. We first describe the overall framework of our matching System (RiMOM); then we detail the techniques used in the framework for instance matching. Last, we give a thorough analysis on our results and discuss some future work on RiMOM.

1 Presentation of the system

As the infrastructure of the Semantic Web, knowledge base has become a dominant mechanism to represent the data semantics on the Web. In this circumstance, a large number of ontological knowledge bases have been built and published, such as DBpedia[1], YAGO[2], Xlore[3], etc. In real environment of the Semantic Web, data is always distributed on heterogeneous data sources (ontology). It is inevitable that the knowledge about the same real-world entity may be stored in different knowledge bases. Therefore, there is a growing need to align different knowledge bases so that we can easily get complete information that we are interested in.

Some good results have been achieved in the field of ontology matching [4]. Previous researches always focus on aligning the schema elements (i.e. concepts and properties) in knowledge bases. Most recently, with the rapid development of semantic web, there have been many large-scale ontologies which contain millions of entities. It is obviously that the number of instances is much larger than other elements (e.g. concepts and properties) in these ontologies. For example, the DBpedia contains 882,000 instances of 6 main concepts. Thus, the large-scale instance matching has become the key point in the ontology matching system.

Different from the schema matching, the instance matching always has the following characteristics:

1. The number of instances may be enormous.
2. The schema is straightforward.
3. In practice, the knowledge base is always updated dynamically.

In consideration of these differences, we proposed a large-scale instance matching system, RiMOM.

There are two major techniques in our system, inverted index and multi-strategy:

1. We index the instances based on their objects in two knowledge bases respectively, and then select the instances which contain the same keys as candidate instance
pairs. We limit the number of pairs to be compared by this step, which significantly improve the efficiency of the system.

2. We implement several matchers in our instance matching system, we can execute these matchers in parallel and then aggregate the result according to the characteristics of the source ontologies.

In order to solve the challenges in large-scale instance matching, we propose an instance matching framework RiMOM-2015 (RiMOM-Instance Matching), which is based on our former ontology matching system RiMOM [5]. The RiMOM-2015 framework is designed for large-scale instance matching task specially. It presents a novel multi-strategy method to be fit for different kind of ontology and employs inverted index to improve the efficiency.

1.1 State, purpose, general statement

This section describes the overall framework of RiMOM. The overview of the instance matching system is shown in Fig. 1. The system includes seven modules, i.e., Preprocess, Predicate Alignment, Matcher Choosing, Candidate Pair Generation, Matching Score Calculation, Instance Alignment and Validation. The sequences of the process are shown in the Fig. 1. We illustrate the process as follows.
1. **Preprocess**: The system begins with *Preprocess*, which loads the ontologies and parameters into system. In the meantime, preprocessor can get some meta data about the two ontologies, which will be used in the later processes, *Predicate alignment* and *Matcher choosing*.

2. **Predicate Alignment**: In this process, we will get the alignments of the predicates between the two ontologies. Currently, in our system, this process is semi-automatic.

3. **Matcher choosing**: The system will choose the most suitable one or more matchers according to the meta data of the ontologies.

4. **Candidate Pairs Generation**: In this step, we get the candidate pair when the instances have the same literal objects on some discriminatory predicate.

5. **Matching Score Calculation**: After the candidate set generation, we calculate more accurate similarity using the algorithm chosen by step 3. In this task, the vector distance similarity was calculated between each candidate pair.

6. **Instance Alignment**: According to the similarity calculated in step 5, we get the final instance alignment.

7. **Validation**: We will evaluate the alignment result on Precision, Recall and F1-Measure if there is validation data set.

### 1.2 Specific techniques used

This year we only participate in the Instance Matching track. We will describe specific techniques used in this track.

**Data Preprocessing**: First, we remove some stop words like “a, of, the”, etc. Afterwards, we calculate the TF-IDF values of words in each knowledge base. We also calculate some information of each predicate, in order to find the important predicates.

**Predicate Alignment**: It is apparent that we should get the alignment of the predicates before we calculate the similarity of instances. The predicates can express rich semantics, and there exists one-to-one, one-to-many, or many-to-many relationships among these predicates. We can find some of one-to-one relationships through calculating the *Jaccard Similarity* of the two predicates, i.e.

$$sim(p_i, p_j) = \frac{|O_{p_i} \cap O_{p_j}|}{|O_{p_i} \cup O_{p_j}|}$$

where $p_i$ and $p_j$ are predicates in two ontologies respectively. $O_{p_j}$ is the *range* of the predicate $p_j$.

There are also some one-to-many relationships. We get the alignments of them by manual regulations, e.g.

$$object(p_i) = \sum_{j=1}^{n} object(p_j)$$

$$object(p_i) = \max_{j=1..n} object(p_j)$$

$$object(p_i) = \min_{j=1..n} object(p_j)$$
Candidate Pairs Generation: This step aims to pick a relatively small set of candidate pairs from all pairs. Due to the large scale of knowledge bases, it is impossible to calculate matching scores of all instance pairs. In our method, we firstly generate the inverted index on the objects. Instance pairs are selected into the candidate set when they have common objects. This method may reduce the recall, but it also reduce the scale of computation significantly.

Multi-Strategy: We implement several matchers in our system, e.g. label-based approach and structure-based approach. In the preprocess step, we will compare the schema of the two ontologies. If the range of predicates is similar, the label-based approach will play a key role in the matching process. Otherwise, the literal properties are not similar (e.g. the two ontologies are defined in different languages), label-based approach will not be effective. In this case, we will get some supplementary information (e.g. machine translation, WordNet), or use structure-based approach.

Similarity Calculation: In OAEI 2015 instance matching track, the ontologies are all defined in the same language, English. In the tasks which we took part in, author-dis and author-rec, the schema of the ontologies tend to be similar. So label-based vector distance matcher is chosen to calculate the similarity of the instances, it is defined as follows:

\[ L_a = \text{Objects}(I_a) \]

where \( I_a \) is an instance, \( L_a \) is a list which contains all of the objects of the instance \( I_a \).

\[ \text{Sim}(I_a, I_b) = \frac{1}{|L_a|} \sum_{O_a \in L_a} \max(\text{Sim}(O_a, O_b) | O_b \in L_b) \]

where \( O_a \) is one of the objects in the list \( L_a \). We define the similarity of the two instances equals to the similarity of their objects list. For each \( O_a \) in \( L_a \), we find a most similar object \( O_b \) in \( L_b \). The algorithm varies with the data type of the object. For example, for date, we use the indicator function. The indicator function will be 1 when the dates are the same, otherwise, 0. For some literal properties, such as "title", we compute cosine similarity based on the tf-idf vectors.

Instance Alignment: After we get the accurate similarity, for each instance in source ontology, we choose the instance which has the best score in target ontology. Then we filter the result on a certain threshold and get the final Instance Alignment.

1.3 Link to the system and parameters file

The RiMOM system (2015 version) can be found at https://www.dropbox.com/s/6bx4pb46ytvddvy/RiMOM.zip?oref=e.

2 Results

The Instance Matching track contains five subtasks. We present the results and related analysis for the two subtasks (author-disambiguation and author-recognition) in the following subsections.
2.1 Author Disambiguation sub-task

The goal of the author-dis task is to link OWL instances referring to the same person (i.e., author) based on their publications. We can use the Sandbox (small scale data set) to tune our parameters. The class ‘author’ have only one literal properties, ‘name’. So we must get alignments on the class ‘publication’. Finally, we get 854 pairs for Sandbox task, and 8428 pairs for Mainbox task.

<table>
<thead>
<tr>
<th></th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.941</td>
<td>0.941</td>
<td>0.941</td>
</tr>
<tr>
<td>InsMT+</td>
<td>854</td>
<td>722</td>
<td>0.834</td>
<td>0.705</td>
<td>0.764</td>
</tr>
<tr>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>0.981</td>
<td>0.981</td>
<td>0.981</td>
</tr>
<tr>
<td>LogMap</td>
<td>854</td>
<td>779</td>
<td>0.994</td>
<td>0.906</td>
<td>0.948</td>
</tr>
<tr>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>0.929</td>
<td>0.929</td>
<td>0.929</td>
</tr>
</tbody>
</table>

**Table 1.** The result for Author-dis sandbox

<table>
<thead>
<tr>
<th></th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>8428</td>
<td>144827</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
<tr>
<td>InsMT+</td>
<td>8428</td>
<td>7372</td>
<td>0.76</td>
<td>0.665</td>
<td>0.709</td>
</tr>
<tr>
<td>Lily</td>
<td>8428</td>
<td>8428</td>
<td>0.964</td>
<td>0.964</td>
<td>0.964</td>
</tr>
<tr>
<td>LogMap</td>
<td>8428</td>
<td>7030</td>
<td>0.996</td>
<td>0.831</td>
<td>0.906</td>
</tr>
<tr>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.911</td>
<td>0.911</td>
<td>0.911</td>
</tr>
</tbody>
</table>

**Table 2.** The result for Author-dis mainbox

The reference alignments of sandbox are provided by sponsor, so we only pay attention to mainbox. As shown in table 2, the results for the author-dis mainbox task are: Precision 0.911, Recall 0.911, F-measure 0.911, which is slightly lower than sandbox. Afterwards, we find that the property ‘title’ plays a key role in publication. So we think that we can get a better result if we do some deeper work on it.

2.2 Author Recognition sub-task

The goal of the Author-rec task is to associate a person (i.e., author) with the corresponding publication report containing aggregated information about the publication activity of the person, such as number of publications, h-index, years of activity, number of citations. The final goal is similar with the Author-dis task, but there are some changes on schema of the ontology. The most remarkable is that there exists one-to-many relationships between the properties. So we add some manual regulation to solve the problem.

As show in table 4, RiMOM get a excellent result on author-rec task. The results for the author-dis mainbox task are: Precision 0.999, Recall 0.999, F-measure 0.999, which expresses that the algorithm we implement is very suitable for this task.
### Table 3. The result for Author-rec sandbox

<table>
<thead>
<tr>
<th>Method</th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>854</td>
<td>854</td>
<td>0.518</td>
<td>0.518</td>
<td>0.518</td>
</tr>
<tr>
<td>InsMT+</td>
<td>854</td>
<td>90</td>
<td>0.556</td>
<td>0.059</td>
<td>0.106</td>
</tr>
<tr>
<td>Lily</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>LogMap</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RiMOM</td>
<td>854</td>
<td>854</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### Table 4. The result for Author-rec mainbox

<table>
<thead>
<tr>
<th>Method</th>
<th>Expected mappings</th>
<th>Retrieved mappings</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXONA</td>
<td>8428</td>
<td>8428</td>
<td>0.409</td>
<td>0.409</td>
<td>0.409</td>
</tr>
<tr>
<td>InsMT+</td>
<td>8428</td>
<td>961</td>
<td>0.246</td>
<td>0.028</td>
<td>0.05</td>
</tr>
<tr>
<td>Lily</td>
<td>8428</td>
<td>8424</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>LogMap</td>
<td>8428</td>
<td>8436</td>
<td>0.999</td>
<td>1.0</td>
<td>0.999</td>
</tr>
<tr>
<td>RiMOM</td>
<td>8428</td>
<td>8428</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
</tbody>
</table>

### 2.3 Discussions on the way to improve the proposed system

Our system needs to align the predicates before instance matching, and in this process, the system is required to scan all of the instances in the ontology, which may cause a waste of time. In addition, the process of *Predicate Alignment* is semi-automatic, we have to add some manual regulations to deal with the one-to-many relationships.

In conclusion, we hope to develop our system through inventing an algorithm to align the predicates automatically and iteratively. Firstly we can use the values of predicates to align the instances, and in turn, the aligned instances will help us to update the similarity for predicates. In this way, we will gradually get the final alignment result.

### 2.4 Comments on the OAEI 2015 measures

These two tasks are instance matching task on publication data set. We use the reference of the sandbox to tune the parameters, and it turns out that our approach is effective. We also find that the inverted index not only improve efficiency, but reduce the mistake and increase the Precision. There are also some aspects we are not satisfied with. For time’s sake, we don’t take part in other three tasks. Finally, we are looking forward to making some progress in the next OAEI campaign.

### 3 Conclusion and future work

In this paper, we present the system of RiMOM in OAEI 2015 Campaign. We participate in instance matching track this year. We described specific techniques we used in the task. In our project, we design a new framework to deal with the instance matching task. The result turns out that our method is effective and efficient.

In the future, we will develop an iterative algorithm to align the predicates automatically.
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Abstract The vision of automatic service composition is to automatically combine single services to a software solution that satisfies certain requirements. Comprehensive service specifications are needed to receive suitable compositions. The Rich Service Description Language (RSDL) has been developed and can be used to specify ontological and behavioral semantics of services comprehensively. Part of a service’s RSDL specification is its domain ontology that comprises concepts to describe, e.g., the service’s input and output parameters. The RSDL Workbench (RSDLWB) is a platform that provides tools for the specification, matching, and composition of services. In particular, RSDLWB matches ontologies that are part of RSDL specifications. In this paper, we present that ontology matcher and the evaluation results as determined by the Ontology Alignment Evaluation Initiative (OAEI). Compared to the last campaign, we improved the runtime while maintaining the quality level of the produced alignments.

1 Presentation of the system

RSDLWB is a collection of tools for the specification, matching, and automatic composition of services. On the one hand, service requesters need to specify service requests, i.e., the requirements for services they need. On the other hand, service providers need to specify their service offers, i.e., the services they provide. Comprehensive, multi-faceted specifications that describe structural as far as behavioral aspects are needed to determine proper service compositions. A RSDL specification of a service defines its individual ontology and operation signatures. Besides these structural aspects of a service, the specifications also comprises behavioral aspects as pre- and postconditions of operations and operation protocols.

The ontologies describe the concepts and relations that appear in the domain of a service, e.g. to describe parameter types of operations. Within this paper, only ontologies that are part of service specifications are in the focus. Comprehensive specifications can be created in languages like RSDL [4], which is similar to the Web Ontology Language for Services (OWL-S).

The task of matching requests and services is called Service Discovery. For the matching of multi-faceted specifications, multiple matchers are needed, while each is specialized for either the matching of ontologies, operations, or protocols [4].

Since service specifications are created independently, the ontologies they contain are most likely to be heterogeneous in terms of their terminology or conceptualization.

* This work was partially supported by the German Research Foundation (DFG) within the Collaborative Research Centre “On-The-Fly Computing” (SFB 901)
Two ontologies might contain equivalent concepts, while both use different labels or logical hierarchies. The task of ontology matching is to find correspondences between concepts in the ontologies of service requests and offers. Ontology matchers produce ontology alignments, i.e., sets of mappings.

RSDLWB also enables the transformation of individuals from one ontology to another, based on the previously calculated ontology alignment. In this context, individuals are instances of the classes defined in an ontology. Within the RSDL specification of a service, the pre- and postconditions of its operations are denoted by Visual Contracts (VCs) [2], i.e., a variant of graph grammar rules. Each rule consists of a Left-Hand Side (LHS) and a Right-Hand Side (RHS). The LHS and RHS of the graph grammar rules are instance graphs that conform to the service’s individual ontology. The LHS is the precondition that must hold before the operation can be executed, whereas the RHS describes the effects of the execution. In the short notation of VCs, instances that only appear on the LHS are deleted and marked in red, instances that only appear on the RHS are created and marked in green, and instances that appear on both sides are preserved and marked in black.

![Figure 1: Matching Process](image)

Ontology matching is a prerequisite for the operation matcher that is described in [4]. This matcher requires that specifications conform to the same ontology. Consequently, the heterogeneous ontologies that are contained in request and offer specifications have to be normalized so that operation matching can be applied. A unique feature of RSDLWB is that it produces ontology alignments in terms of relational Query View Transformation (QVT) model transformation scripts. These transformation scripts can be used as a basis to normalize specifications, i.e., to reconcile VCs so that they conform to the same ontology. The relationship between ontology and operation matching is shown in Fig. 1: In a first step, two ontologies are matched and a transformation script is produced. The input of the transformation are the VCs of the request and the output are the corresponding VCs that conform to the ontology of the offer. These normalized VCs are used for the operation matching.

1.1 State, purpose, general statement

The purpose of RSDLWB’s ontology matcher is to match ontologies that are part of (RSDL) service specifications. RSDLWB is still under development and continuous improvement. In its current shape, the matcher supports the following OAEI tracks:
benchmark, anatomy, conference, and largebio. The focus for this year’s OAEI campaign was to improve the runtime performance of the matcher.

1.2 Specific techniques used

For the OAEI 2015 campaign, a new version of RSDLWB’s ontology matcher was introduced that is specialized for OAEI. This version includes the following major changes: (1) Unnecessary time for the conversion of different model representations was eliminated. In particular, the abstraction layer that translates Web Ontology Language (OWL) ontologies to their Ecore representation was removed, so that OWL can be processed directly without an adapter. Furthermore, the matcher does not implement the EMFCompare API\(^1\) anymore, but implements the Semantic Evaluation At Large Scale (SEALS) API\(^2\) directly. (2) In order to avoid quadratic runtime complexity, the matching algorithm does not create a complete similarity matrix to check all possible concept pairs anymore. Instead, a simple heuristic was used as explained in Sect. 1.2. (3) Machine learning techniques were applied to obtain a classifier that can match concept pairs. This classifier was trained on the basis of reference alignments provided by the OAEI tracks.

Algorithm The RSDL Workbench matches Classes, DataProperties, and ObjectProperties independently. At first, a pre-processing normalizes the labels of the concepts. The labels are split into tokens at uppercase characters (CamelCase) or special delimiters like underscores. Each single token is normalized by lowercasing and suppression of non-alphabetical characters. These single tokens are concatenated with an underscore to form the normalized label. For example, the concept OrganizingCommittee becomes organizing_committee or PositiveReview becomes positive_review.

In a next step, seed pairs are selected, i.e., concept pairs that are likely to match. Seed pairs are selected by two different heuristics. The first heuristic selects seed pairs that have identical normalized labels. When identical normalized labels are not available by a sufficient amount, a different heuristic is used. This second heuristic selects seed pairs of concepts that are on the same hierarchy level in respect to the ontology they are defined in. Roots are on level 0, the roots’ subclasses are on level 1, and so forth.

Next, the seed pairs are classified by means of the classifier that is described in the following sections. A post-processing ranks the positively classified pairs descending by an aggregated similarity value, i.e., the Euclidean distance of the feature vectors that are described in the following.

Starting from the most similar pairs, these pairs are added to the output alignment in a greedy manner. When a pair \((c_1, c_2)\) is added to the alignment, all other pairs that contain either \(c_1\) or \(c_2\) are discarded. Consequently, the matcher produces only 1:1 mappings.

Machine Learning Features Machine learning classification relies on statistical patterns found in features of example objects. RSDLWB’s classifier classifies whether pairs of

---

\(^1\) https://www.eclipse.org/emf/compare/

\(^2\) http://www.seals-project.eu/
concepts do match or not. The classification is conducted on the basis of feature vectors. In particular, these feature vectors comprise several similarity values. We experimented with different features that were developed with runtime performance in mind. The features that had been used to train the classifier are described in this paragraph. Further features based on background knowledge are planned for future work.

**Hierarchy level similarity** relates the hierarchy position of two concepts with respect to the ontology they are defined in. The intuition is that concepts that are located on the similar hierarchy level are similar.

**Outdegree similarity** relates the outdegree of two concepts. An ontology is a directed triple graph, where each triple \((s, p, o)\) consists of a subject \(s\), predicate \(p\), and an object \(o\). The outdegree of concept \(c\) is the number of triples where \(c\) is the subject and \(p\) and \(o\) are free variables. The intuition is that concepts that have a similar number of outgoing edges are similar.

**Property count similarity** relates the number of properties of two concepts. The intuition is that concepts that have a similar number of properties are similar.

**Shared token similarity** relates the set of tokens from the labels of two concepts. The Jaccard coefficient is calculated for these token sets. The intuition is that concepts whose labels share many tokens are similar.

**Property shared token similarity** relates the set of tokens of the labels of all direct property labels of two concepts: At first, all direct properties of a concept are determined. Their labels are split into token sets. Then the Jaccard coefficient is calculated for these token sets. The intuition is that the property labels of two similar concepts share many tokens.

**Neighborhood shared token similarity** relates the set of tokens of the labels of all direct neighbors of two concepts. A neighbor \(n\) of concept \(c\) is determined by the triple \((c, p, n)\), where \(p\) is a free variable. The Jaccard coefficient is calculated for these token sets. The intuition is that the token sets created from the labels of all adjacent neighbors of two similar concepts have a high overlap.

**Token count similarity** relates the number of tokens of the labels of two concepts. The intuition is that the labels of similar concepts have a similar amount of tokens.

**Substring length similarity** relates the string length of two concept labels. If the label of a concept \(c_1\) is contained in label of another concept \(c_2\), this similarity is defined as the quotient of \(c_1\)’s and \(c_2\)’s label length. Otherwise, the similarity is 0. The intuition is that the longer the common character sequence is, the more similar the concepts are.

**Equivalent shared token similarity** relates the set of tokens of the labels of all equivalents of two concepts: At first, all equivalents of a concept are determined according to the `#equivalentClass` relation. Their labels are split into token sets for which the Jaccard coefficient is calculated afterwards. The intuition is that the token sets created from all equivalent classes of similar concepts have a high overlap.

**Corpus and Classifier Creation** In order to train classifiers with machine learning techniques, positive and negative examples were needed, in which statistical patterns are found that allow distinguishing correct from incorrect matches. A corpus is a set of positive and negative examples and is divided into a training and a validation set. An
example is a vector of feature values for the concept pair \( \langle c_1, c_2 \rangle \) plus a matching class, which determines if the concept pair is a correct mapping or not.

Two corpora had been created for each of the OAEI tracks benchmark, anatomy, conference, and largebio: One corpus for class and another for property matching. The set of positive examples \( I_{\oplus} \) is the set of mappings that are included in the given reference alignment \( R_{O_1,O_2} \):

\[
I_{\oplus} := R_{O_1,O_2}
\]

In contrast to \( I_{\oplus} \), the set of negative examples \( I_{\ominus} \) had to be generated. Randomly generated incorrect pairs are likely to differ a lot from correct pairs, i.e., the values of their feature vectors deviate a lot. Consequently, correct and incorrect pairs can be easily distinguished. However, it is more meaningful to train a classifier on examples that show the subtle differences between correct and incorrect pairs. That is the reason why the set of incorrect pairs \( I_{\ominus} \) was generated depending on \( I_{\oplus} \): Originating from a correct pair \( \langle c_1, c_2 \rangle \in I_{\oplus} \), incorrect pairs were selected from the Cartesian product of \( c_1 \)'s and \( c_2 \)'s direct subclasses. The idea is that \( c_1 \)'s and \( c_2 \)'s subclasses are similar, because \( c_1 \) and \( c_2 \) form a correct pair. Let \( \langle c_1, c_2 \rangle \in I_{\oplus} \). \( S_{c_i} \) is the set of direct subclasses of \( c_i \) and \( S'_{c_i} := S_{c_i} \cup \{ c_i \} \). Incorrect pairs are selected from the Cartesian product \( S'_{c_1} \times S'_{c_2} \).

\[
I_{\ominus} := S'_{c_1} \times S'_{c_2} \setminus I_{\oplus} \quad \text{for all } \langle c_1, c_2 \rangle \in I_{\oplus}
\]

The number of generated negative examples was limited by the number of the given positive examples in order to receive balanced sets of positive and negative examples. All examples were distributed by a 66/33 percentage ratio over the training and validation set.

Tab. 1 shows a short evaluation of the quality of the previously described features. In particular, the information gain metric [6] was calculated on the basis of anatomy, benchmark, conference, and largebio corpora for class matching. In addition, the average score across all tracks is given.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Information gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substring length similarity</td>
<td>0.1224</td>
</tr>
<tr>
<td>Shared token similarity</td>
<td>0.1227</td>
</tr>
<tr>
<td>Equivalent shared token similarity</td>
<td>0.1227</td>
</tr>
<tr>
<td>Neighborhood shared token similarity</td>
<td>0.0957</td>
</tr>
<tr>
<td>Outdegree similarity</td>
<td>0.0235</td>
</tr>
<tr>
<td>Token count similarity</td>
<td>0.0749</td>
</tr>
<tr>
<td>Hierarchy level similarity</td>
<td>0.0968</td>
</tr>
<tr>
<td>Property count similarity</td>
<td>0.1395</td>
</tr>
<tr>
<td>Property shared token similarity</td>
<td>0.0437</td>
</tr>
</tbody>
</table>

Table 1: Information Gain of Features for Class Matching

In its current shape, RSDLWB uses a Random Forest classifier [1] that was trained on the benchmark corpora. An inclusion of other classifiers trained on the other corpora is planned for future work. The tool suite WEKA [3] was used to create the classifiers.
2 Results

This section first describes the experimental set-up of the different OAEI tracks, in which RSDLWB has been evaluated. The evaluation results regarding RSDLWB are summarized in Tab. 2. The values for precision, F-measure, and recall were calculated with respect to the reference alignments specified in the second column. A detailed explanation of the reference alignments can be found in the respective paragraphs. The harmonic mean of all test cases is stated for conference and multifarm. Regarding anatomy and largebio, results for the single test cases are provided particularly.

**benchmark** The test cases of the benchmark track are systematically generated from two seed ontologies – biblio and IFC4 – by modifying or discarding several ontology features. Due to unverified technical difficulties during the execution performed by the organizers, RSDLWB did not produce any alignments for the benchmark track.

**anatomy** The task of the anatomy track is to match the Adult Mouse Anatomy and a part of the National Cancer Institute Thesaurus (NCI) describing the human anatomy. With regard to precision, F-measure, and recall, RSDLWB performs similar to the baseline algorithm StringEquiv. RSDLWB achieved high precision but low recall. Compared to the last year’s evaluation [7], the quality of the produced alignments stayed approximately the same. The runtime was improved from 1337 to 22 seconds.

**conference** This track consists of 16 heterogeneous ontologies in the domain of conference organization. There are three kinds of reference alignments for each test case: ra1, ra2, and rar2. The reference alignment ra2 is the transitive closure of ra1, in which conflicting correspondences had been eliminated by the organizers. The reference alignment rar2 is a refinement of ra2 in which violations had been removed by logical reasoning. Three evaluation modalities are provided for each reference alignments: M1 contains only classes, M2 only properties, and M3 is the union of M1 and M2.

RSDLWB showed its best accuracy regarding the M1 reference alignments. Regarding F-measure and ra1-M1, RSDLWB is better than the baseline algorithm StringEquiv. For ra2-M1 and rar2, RSDLWB is even better for the baseline algorithm edna regarding F-measure. The results for the M2 reference alignments show that RSDLWB matching of properties is improvable. This has also a negative effect on the results for the M3 reference alignments: Compared to the OAEI 2014 campaign, RSDLWB’s accuracy was significantly reduced in respect to ra2-M3. In particular, precision decreased by 0.53, recall increased by 0.02, and F-measure decreased by 0.24. The modalities M1 and M2 cannot be compared, because they were not available for the OAEI 2014 campaign.

**multifarm** The goal of the multifarm track is to evaluate the ability of a matcher to deal with ontologies in different languages. This track has two kinds of tasks: The first kind matches the same ontology in different languages (same) and the second matches different ontologies in different languages (diff).

RSDLWB does not support other languages than English yet. For multifarm RSDLWB uses the hierarchy level heuristic as described in Sect. 1.2. This heuristic works
better for the tasks with same ontologies in different languages (same), because their hierarchies are identical. This is in contrast to the tasks with different ontologies (diff), where the ontologies have also different hierarchies. This explains the better quality of the produced alignments for the tasks with same ontologies in different languages.

largebio The data set of this track comprises the large biomedical ontologies Foundational Model of Anatomy (FMA), SNOMED CT, and NCI. These ontologies are semantically rich and contain a huge amount of concepts. Largebio consists of six test cases over three input ontologies. For each ontology pair, there are two tasks where whole ontologies (whole) or smaller fragments (small) are matched.

RSDLWB completed all the test cases in the given time frame of 10 hours. This is opposed to the OAEI 2014 campaign, when only the smaller FMA-NCI test could be completed [7]. In addition, the runtime was significantly improved. RSDLWB and LogMapLite [5] were the fastest systems altogether. Furthermore, RSDLWB and LogMapC [5] were the best systems in terms of precision across all test cases. In regard to the FMA-NCI test case, RSDLWB improved F-measure by 0.102.

### 2.1 Discussions on the way to improve the proposed system

As explained above, we plan to introduce features that exploit background knowledge in order to find non-trivial correspondences. It is also planned to use multilingual background knowledge from auxiliary ontologies like DBpedia to translate labels into different languages. This would enable support for the multifarm track.

Until now, the RSDLWB’s classifiers were trained exclusively on the benchmark corpora. The integration of further classifiers that were trained on the other corpora might improve the results in regard to the different OAEI tracks.
The evaluation showed that RSDLWB’s accuracy for class matching is much better than for property matching. One idea to improve the accuracy of property matching is to factor the similarity of their owning classes.

As explained in Sect. 1.2, the creation of a complete similarity matrix was replaced by heuristics to select seed pairs of concepts. Apparently, the fact that the matcher does not consider all concept pairs facilitates low recall. At the moment, the heuristic is too restrictive and only allows finding trivial correspondences with identical normalized labels. In the future, we want to explore further mapping candidates starting from the seed pairs.

3 Conclusion

The OAEI 2015 campaign showed a significant improvement of RSDLWB’s runtime performance. This improvement was achieved by heuristics to select concepts pairs that are likely to match. The better runtime has enabled to complete all test cases of the largebio track, which is opposed to last year’s OAEI campaign, when only one of six test cases could be completed. RSDLWB is one of the best systems in the OAEI 2015 campaign regarding the runtime. In general, RSDLWB has high precision when matching classes, but can be improved in regard to the matching of properties. In the future, we would to further improve RSDLWB’s performance regarding recall.

Acknowledgments Special thanks to Henning Wachsmuth (Bauhaus-Universität Weimar) and Stefan Heindorf (University of Paderborn) for their support regarding machine learning.

References

ServOMBI at OAEI 2015

Nouha Kheder, Gayo Diallo
Univ. Bordeaux, ERIAS - Centre INSERM U1219, F-33000, Bordeaux, France
first.last@u-bordeaux.fr

Abstract
We describe in this paper the ServOMBI system and the results achieved during the 2015 edition of the Ontology Alignment Evaluation Initiative. ServOMBI reuses components from the ServOMap ontology matching system, which uses to participate in the OAEI campaign, and implements new features. This is the first participation of the ServOMBI in the OAEI challenge.

1 Presentation of the System
ServOMBI (ServO based Mapping with Binary Indexing) is an ontology matching system [1] which is designed by reusing the overall workflow followed by the ServOMap large scale ontology matching system [2] grounded on top of the ServO Ontology Repository (OR) system [3]. ServOMap is able to handle ontologies which contain several hundred of thousands entities. To deal with large ontologies, the system relies on terminological indexing strategy provided by the ServO OR to reduce the search space and computes an initial set of candidate mappings based on the terminological description of the entities of the input ontologies.

With ServOMBI, new components and variant algorithms have been introduced in this new version in regards to the ServOMap system. Among these new features we have:

- a binary indexing strategy to complement the terminological indexing of ServOMap for optimizing ontology navigation,
- a modified contextual similarity computation thanks to the introduction of the binary indexing strategy during the Machine Learning (ML) step,
- a new ML algorithm during the contextual similarity
- the introduction of parallelization of some tasks for optimization purposes
- the selection of the final mappings using a variant of a stable marriage problem algorithm [8]
In the 2015 edition, ServOMBI participated in the entity level matching tasks apart from the Multifarm task. In the following sections, we described the main characteristics of the system and the overall results obtained during this year edition of OAEI.

1.1 State, Purpose, General Statement

ServOMBI has been built on the basis of the ServOMap system. ServOMap is designed with the purpose of facilitating interoperability between different systems which are based on heterogeneous knowledge organization systems (KOS). The heterogeneity of these KOS may have several causes ranging from the language format they use to the level of formalism of the terminology which describe the entities they involve. Our system relies on Information Retrieval (IR) techniques [4] and a dynamic description of entities of different KOS for computing the similarity between them.

ServOMBI implements new features and strategies and reuse some components of the ServOMap system.

1.2 Specific techniques used

The overall process followed by the ServOMBI system is depicted on Figure 1. The initialization phase is modified by introducing the Binary Ontology Indexing (BOI).

1.2.1 Initialization phase

1. **Ontology Loading:** ServOMBI following the ServOMap approach relies on IR techniques for ontology matching. Each ontology to process is seen as a corpus of semantic documents to process. Each entity of the ontology is a document in the sense of IR. It is therefore necessary to identify the useful descriptors for indexing entities. The loading step perform the task of generating documents from entities. ServOMBI uses different reasoners (ELK [9], Hermit[11]) according to the size of the ontology to process.

2. **Metadata and Metrics Generation:** This step reuse the component implement in the ServOMap system and and identify 4 categories of matching tasks that are used to classify the input ontologies that are being processed : entity matching task (small, medium, big) and instances matching task.
3. **Terminological Indexing:** Following a generic metamodel provided by the ServO OR, a terminological based inverted index is built from the documents generated during the loading step. ServOMBI introduces a tasks parallelization using multithreading as the input ontologies terminology indexing could be done separately.

4. **Binary Ontology Indexing:** To complement the terminological indexing and to optimize the performance in terms of processing times due to the contextual similarity computation (surrounding concepts lookups), we have introduced a binary indexing strategy for the input ontologies. This technique of taxonomical representation consists of representing each concept of the ontology by a binary code, inspired by the CEDAR system [5]. A binary code is a number of n bits, with n the number of concepts within the processed ontology. Thus, each concept has a code (a bit vector) carrying a “1” in the position corresponding to his index and the index of any other elements that it subsumes. These bit vectors must be encoded as the reflexive transitive closure of the “is-a” relation obtained from subsort declarations. Concepts are represented by a graph. Figure 2 gives an example of a binary representation of the extract of an ontology in the academic domain. The concept Professor is the ancestor of Full Professor and Associate Professor. Therefore, if Full Professor is coded as the binary code of 1 and Associate Professor as the binary code of 2, Full Professor is coded as the binary code of 3.

**1.2.2 Candidate Retrieving phase**

Three main steps are used during the candidate mappings retrieving phase: terminological, extended (general purpose knowledge background) and contextual based candidate retrieving. The terminological based candidate retrieving uses indexes previously built and the IR common vectorial model. The extended candidate retrieving uses WordNet [7] while the contextual based candidate retrieving exploits the structure of each input Ontology, and the set of candidates provided by the terminological based candidate retrieving, in a ML strategy for acquiring more candidates. The ML strategy is based on the Logistic Model Trees (LMT) [10] algorithm.
<table>
<thead>
<tr>
<th>Task</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomy</td>
<td>0.963</td>
<td>0.617</td>
<td>0.752</td>
</tr>
</tbody>
</table>

Table 1: Results of ServOMBI for the Anatomy track.

1.2.3 Post-Processing phase

In this phase two main steps are performed: the selection of the final mappings and consistency checking. The selection of final mappings implement an algorithm of the stable marriage problem [8].

1.3 Adaptation made for the evaluation

ServOMBI uses the Lucene Apache IR library. Lucene provides functionalities for indexing and searching textual documents. The actual version of the matching system is based on the version 4 while the uploaded version for OAEI is based on the version 3.6. Their index format is slightly different. We have implemented the initial interactive matching [12] in ServOMBI using an oracle by modifying the validation process of the candidate mappings. This is performed after each round of candidate retrieving.

1.4 Link to the system and parameters file

The wrapped SEALS client for ServOMBI version used for the OAEI 2015 edition is available at http://lesim.isped.u-bordeaux2.fr/servo/ServOMBI. The instructions for testing the tool are described in the tutorial dedicated to the SEALS client1.

1.5 Link to the set of provided alignments

The results obtained by ServOMap during OAEI 2015 are available at http://lesim.isped.u-bordeaux2.fr/servo/ServOMBI/oaei2015.zip/.

2 Results

We summarize in this section the results obtained by ServOMBI during the 2015 edition of OAEI.

2.1 Anatomy

The Anatomy track consists of finding an alignment between the Adult Mouse Anatomy and a part of the NCI Thesaurus (describing the human anatomy). The results achieved by ServOMBI are summarized by Table 1.

2.2 Conference

The Conference track contains 16 ontologies from the same domain (conference organization). They have been developed within the OntoFarm project2. This

---

2http://owl.vse.cz:8080/ontofarm/
<table>
<thead>
<tr>
<th>R.A.M.</th>
<th>Precision</th>
<th>F0.5 Measure</th>
<th>F1 Measure</th>
<th>F2 Measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ra1-M1</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>ra1-M2</td>
<td>0.29</td>
<td>0.27</td>
<td>0.24</td>
<td>0.21</td>
<td>0.2</td>
</tr>
<tr>
<td>ra1-M3</td>
<td>0.61</td>
<td>0.6</td>
<td>0.59</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td>ra2-M1</td>
<td>0.6</td>
<td>0.6</td>
<td>0.59</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>ra2-M2</td>
<td>0.29</td>
<td>0.27</td>
<td>0.24</td>
<td>0.21</td>
<td>0.2</td>
</tr>
<tr>
<td>ra2-M3</td>
<td>0.57</td>
<td>0.56</td>
<td>0.55</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>rar2-M1</td>
<td>0.59</td>
<td>0.59</td>
<td>0.6</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>rar2-M2</td>
<td>0.29</td>
<td>0.27</td>
<td>0.24</td>
<td>0.21</td>
<td>0.2</td>
</tr>
<tr>
<td>rar2-M3</td>
<td>0.56</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 2: Results of ServOMBI for the Conference track.

<table>
<thead>
<tr>
<th>Task</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMA-NCI</td>
<td>0.97</td>
<td>0.806</td>
<td>0.88</td>
</tr>
<tr>
<td>FMA-SNOMED</td>
<td>0.96</td>
<td>0.664</td>
<td>0.785</td>
</tr>
</tbody>
</table>

Table 3: Initial results of ServOMBI for the Large Bio track.

year the different tools are evaluated using i) crisp reference alignments where the confidence values for all matches are 1.0, ii) the uncertain version of the reference alignment where confidence values reflect the degree of agreement of a group of twenty people on the validity of the match [6] and iii) logical reasoning using violations of consistency and conservativity principles [15] [16]. Various reference alignments and evaluation modalities (R.A.M.) are used to assess the performance of the tools. Thus, ra1 is the original reference alignment of the Conference track, ra2 is entailed reference alignment generated as a transitive closure computed on the original reference alignment (ra1) and rar2 is violation free version of reference alignment. Three different modalities are provided for these reference alignments, M1, M2 and M3 which contain respectively only classes, only properties and classes and properties.

The results obtained by ServOMBI according to these different modalities on the crisp reference alignments where the confidence value is 1.0 are summarized on table 2. The value of $\beta$ is respectively set to 0.5, 1 (harmonic measure) and 2.

### 2.3 Largebio

The Large BioMed track consists of finding alignments between the Foundational Model of Anatomy (FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI). The results obtained by ServOMBI for the small fragments of FMA-NCI task and FMA-SNOMED ontologies are summarize in Table 3

### 2.4 Interactive track

This track aims at offering a systematic and automated evaluation of matching systems with user interaction to compare the quality of interactive matching approaches in terms of F-measure and number of required interactions. For the 2015 edition, the Conference, Anatomy and Largebio tracks dataset are used...
Table 4: Results of ServOMBI for the Interactive track on the Anatomy dataset.

<table>
<thead>
<tr>
<th>Error rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.00</td>
<td>0.617</td>
<td>0.763</td>
</tr>
<tr>
<td>0.1</td>
<td>1.00</td>
<td>0.587</td>
<td>0.740</td>
</tr>
<tr>
<td>0.2</td>
<td>1.00</td>
<td>0.553</td>
<td>0.712</td>
</tr>
<tr>
<td>0.3</td>
<td>1.00</td>
<td>0.519</td>
<td>0.683</td>
</tr>
</tbody>
</table>

Table 5: Results of ServOMBI for the Interactive track on the Conference dataset.

<table>
<thead>
<tr>
<th>Error rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.00</td>
<td>0.650</td>
<td>0.788</td>
</tr>
<tr>
<td>0.1</td>
<td>1.00</td>
<td>0.637</td>
<td>0.778</td>
</tr>
<tr>
<td>0.2</td>
<td>1.00</td>
<td>0.622</td>
<td>0.767</td>
</tr>
<tr>
<td>0.3</td>
<td>1.00</td>
<td>0.627</td>
<td>0.770</td>
</tr>
</tbody>
</table>

Table 6: Results of ServOMBI for the Interactive track on the Largebio dataset.

<table>
<thead>
<tr>
<th>Error rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.00</td>
<td>0.737</td>
<td>0.847</td>
</tr>
<tr>
<td>0.1</td>
<td>1.00</td>
<td>0.716</td>
<td>0.832</td>
</tr>
<tr>
<td>0.2</td>
<td>1.00</td>
<td>0.688</td>
<td>0.813</td>
</tr>
<tr>
<td>0.3</td>
<td>1.00</td>
<td>0.660</td>
<td>0.792</td>
</tr>
</tbody>
</table>

for the evaluation. Moreover, this year a domain experts with variable error rates, respectively 0.1, 0.2 and 0.3 are considered in addition to the perfect emulated user (oracle) with error rate 0.0. ServOMBI participated for the first year to this track. The interaction implemented currently in the system is mainly to allow the user validating the provided candidate mappings. Tables 4, 5 and 6 give respectively the results obtained by the system on the Anatomy, Conference and Largebio dataset for the Interactive track. We note that for the Largebio interactive track, the ServOMBI was only able to match the FMA-NCI small fragments and FMA-SNOMED small fragments.

Overall ServOMBI improved its performance when compared to the results obtained with the normal Anatomy, Conference and Largebio track. However, the system make a greater number of requests compared to the other participating systems in the Interactive track.

2.5 Ontology Alignment for Query Answering

This track does not follow the usual OAEI tasks for evaluating the performance of participating systems [14]. Precision and Recall are calculated with respect to the ability of the generated alignments to answer a set of queries in a ontology-based data access scenario where several ontologies exist. This track uses the Conference dataset for the evaluation with two reference alignments, the publicly available Conference track alignment (RA1) and the repaired one (RAR1). Table 7 summarizes the results of ServOMBI which succeed with 6 out of 18 queries.
Table 7: Results of ServOMBI for the OAQA track.

<table>
<thead>
<tr>
<th>Task</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAQA RA1</td>
<td>0.222</td>
<td>0.222</td>
<td>0.222</td>
</tr>
<tr>
<td>OAQA RAR1</td>
<td>0.222</td>
<td>0.222</td>
<td>0.222</td>
</tr>
</tbody>
</table>

3 General Comments

We have participated in the 2012 and 2013 edition with the ServOMap system which achieved overall good results. The performance of this system is very good in particular for the tasks involving large ontologies. The new features implemented within ServOMBI did not lead to overall improved performances according to the results of the ServOMap system as expected. The contextual similarity computation, which is performed iteratively, is very time consuming and did not improved the overall recall of the system. In addition, while there is a gain in terms of computation times with concepts lookups, the BOI does not impact the overall performance of the system in terms of times taken to perform the matching tasks.

4 Conclusion

We have described in this paper the main functionalities of the ServOMBI ontology matching system and the overall results obtained during the 2015 OAEI edition. ServOMBI introduces a binary indexing strategy to complement the usual terminological indexing strategy used by the ServOMap system. The system achieved performance lower than expected according to the introduced features for the contextual similarity computation. However it succed improving the F-Measure with the interaction strategy. ServOMap continues to be developed in parallel and now include graph-based visualization.

As of future work, we envision to investigate an improved integration of the binary indexing and the contextual similarity computing. In addition, we plan to use combine multiple learning algorithms to improve the candidate selection during the contextual similarity computing.
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Abstract. The interest of instance matching grows everyday with the emergence of linked data. This task is very necessary to interlink semantically data together in order to be reused and shared. In this paper, we introduce STRIM, an automatic instance matching tool designed to identify the instances that describe the same real-world objects. The STRIM system participates for the first time at OAEI 2015 in order to be evaluated and tested. The results of the STRIM system on instance matching tracks are so far quite promising. In effect, the STRIM system is the top system on SPIMBENCH tracks.
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1 Introduction

The current Web, contains documents in various formats (PDF, Excel, HTML file, etc.) connected by hypertext links, also known as the Web of Documents. Note that, we mean by document, if the content is unstructured and not exploitable i.e. the semantic the content is not presented. Contrary to data, where the content is structured and exploitable i.e. the semantic of the content is presented using RDF for example.

The inadequacy of the Web of Documents resides in the fact that the content of these documents is probably unstructured and its semantic is not presented which means that it is not exploitable and untreatable automatically in different applications, either by the machine or by expressive queries.

In order to deal with these problems, and especially for the re-use and sharing of content, the transition from the document to the data is very necessary. This involves the use of semantic web technologies in order to (a) publish structured data on the Web, (b) make possible, the links between data from one data source to data within other data sources. These two points are very important to ensure semantic interoperability.

These data should be expressed using the RDF language (Resource Description Framework [see section 2.1]) to achieve the two major points that we have mentioned before in order to enable the semantic interoperability, which led to the emergence of the Web of Data. The data presented and structure in this form (RDF) can be easily interpreted by the computer, re-used in applications and easily linked with other data. If
the data are easily linked the computer can work through relationships with other data and in this case the interoperability will be ensured. Other advantages of Linked Data among others are: improving the data quality, less human intervention and processing and short development cycles (quicker and save time).

With the effort of Linked Data Community to publish existing open license datasets as Linked Data on the Web and interlink things between different data sources, the Web of Linked Data has seen remarkable increase over the past years. In terms of statistics, in 2007, over 500 million RDF triples published on the web with around 120,000 RDF links between data sources. In 2010, over the 28.5 billion triples, in 2011 over 31.6 billion triples and in 2013 over 50 billion triples. According to these statistics, the Linked Data seems to be increasing drastically [6].

Linked Data, by definition, links the instances of multiple sources. A common way to link these instances to others is to use the owl:sameAs property. The enormous volume of data already available on the web and its continuity to increase, requires techniques and tools capable to identify the instances that describe the same real-world objects automatically.

With the OAEI evaluation campaign which distinguishes between matching systems that have participated in the category of ontology matching and those that have participated in the category of instance matching, these tools can be tested and evaluated. However, few systems3 [10] namely InsMT, LogMap and RiMOM-IM have participated to test their performance at instance matching track of OAEI 2014.

In this paper we deal with two challenges namely:

1. How to link the distributed and heterogeneous data which are described with instances.
2. How to deal with the huge volume of data available on the web and its continuity to increase [14].

Indeed, the solution to this problem consists to provide techniques and tools capable to identify the instances that describe the same real-world objects automatically.

In this paper, we describe the STRIM system in order to resolve automatically the instance matching problem. The STRIM system, extracts first all information about the two instances to be matched and normalizes them using NLP techniques. Then, it applies edit distance as a matcher to calculate the similarities between the normalized information. Finally, the approach selects the equivalent instances based on the maximum of shared information between the two instances.

The STRIM system has participated for the first time at OAEI evaluation campaign and it provides very good results in terms of precision, recall and f-measure.

The rest of the paper is organized as follows. First, the preliminaries on instance matching are presented in section 2. In the Section 3, we presented the related work on instance matching systems that participated in Instance Matching Track of OAEI 2014. In the Section 4, we describe our system by giving a detailed account of our approach. The experimentation results is presented in Section 5. The Section 6 contains concluding remarks and sets directions for future work.

---

3 The declaration of OAEI 2014 evaluation campaign about instance matching systems Again, given the high number of publications on data interlinking, it is surprising to have so few participants to the instance matching track, although this number has increased.
2 Preliminaries

In this section, we present the basic notions related to Instance Matching by explaining the linked data and instance matching definition.

2.1 Linked Data Principle

The Linked Data consist to relate data with typed links across the Web using URIs, HTTP and RDF. The linked Data principles are defined by Tim Berners-Lee in 2007 [11]. These principles are as follow:

– Use URIs as names for things.
– Use HTTP URIs so that people can look up those names.
– When someone looks up a URI, provide useful RDF information.
– Include RDF statements that link to other URIs so that they can discover related things.

![Fig. 1: Linked Data](image)

The Linked Data (Fig. 1), by definition [12], links the instances of multiple sources. A common way to link the instances in these sources to others, is the use of the owl:sameAs property. Instance matching is required to interlink these data.

2.2 RDF Language

These data should be expressed using the RDF language (Resource Description Framework) to achieve the two major points that we have mentioned before in order to enable the semantic interoperability. The RDF language is a graph model to formally describe Web resources and metadata, in order to allow automatic processing of such descriptions [13][1][2]. An RDF file thus formed is a labeled directed multi-graph. Each triplet corresponds to a directed arc whose label is the predicate, the source node is the subject and the target node is the object.
2.3 Instance Matching Definition

The Instance Matching (Fig.2) is a process that starts from collections of data as input and produces a set of mappings (simple or complex) between entities of the collections as output [5].

![Instance Matching Process](image)

Fig. 2: Instance Matching Process

2.4 Entity Resolution Notion

Definition [5]: Let D1 and D2 be represent two datasets, each one contains a set of data individuals T_i which are structured according to a schema O_i. Each individual I_{ij} T_i describes some entity w_j.

Two individuals are said to be equivalent I_{ij} = I_{ik} if they describe the same entity w_j = w_k according to a chosen identity criterion. The goal of the entity resolution task is to discover all pairs of individuals (I_{ij}, I_{kj}) — I_{1i} T_1, I_{2j} T_2 such that w_{1i} = w_{2j}.

In the context of linked data, datasets D_i are represented by RDF graphs. Individuals I_{ij} T_i are identified by URIs and described using the classification schema and properties defined in the corresponding ontology O_i.

Example of Instance Matching  We give below an example that shows how to link data from DBpedia with other data sources using the owl:sameAs property.

```xml
<http://dbpedia.org/resource/Berlin>
  owl:sameAs
  <http://sws.geonames.org/2950159>
```

3 Related Work

We present and discuss in this section the major works relevant to instance matching that participated at OAEI 2014 evaluation campaign. Only two systems succeed to finish all sub-tracks of instance matching track of OAEI 2014, namely RiMOM-IM and our previous InsMT system. We cite in exhaustive way only the instance matching systems that have participated in OAEI 2014 evaluation campaign and which are the object of comparison with our system STRIM.
1) **LogMap** [7]: The LogMap family participated with four different versions namely LogMap, LogMap-Bio, LogMap-C and LogMapLite in OAEI 2014. Only two versions (LogMap and LogMap-C) of them have participated at instance matching track. The LogMap-family system is a highly scalable ontology matching system with built-in reasoning and inconsistency repair capabilities. The two versions of LogMap systems identifies mappings between instances. The LogMap and LogMap-C systems finish only the first sub-track of instance matching of OAEI 2014 which is Identity Recognition.

2) **RiMOM-IM** [9] [3] [4]: is an acronym of Risk Minimization based Ontology Mapping Instance Matching. The principle of RiMOM-IM is to construct a document from the dataset by extracting the instances information. Then, it uses cosine-similarity to compare documents. The version of RiMOM-IM system that participated in OAEI 2014 for instance matching is developed based on ontology matching system RiMOM with some changes in objective. The objective of RiMoM-IM is to solve the challenges in large-scale instance matching by proposing a novel blocking method.

3) **InsMT(L)** [8]: is an acronym of Instance Matching at Terminological (Linguistic) level. InsMT(L) has participated for the first time in OAEI 2014. The principle of InsMT(L) is to use String-based algorithms (and WordNet as matcher at linguistic level) in order to calculate similarities between instances after the annotation step. The similarities calculated by each matcher are aggregated using the average aggregation strategy after a local filtering. Finally InsMT(L) system operates a global filtering in order to identify the alignment. The InsMT(L) system shows good results in terms of recall on different sub-tracks of instance matching of OAEI 2014. The InsMT(L) system finishes all sub-tracks of instance matching of OAEI 2014 which is Identity Recognition and Similarity Recognition.

4) **Other Approaches:**

There are several other instance matching approaches like HMatch [18], FBEM [17], SILK [16] and the works proposed in [15] which are not covered by this paper due to minor importance for our approach. These instance matching approaches have not participated in instance matching track of OAEI 2014. With respect to these approaches, we did not take them in consideration because we do not have their official results for the experimental protocol of OAEI in 2014.

As we have mentioned before, with the high number of publications about interlinking approaches only a few systems have participated at OAEI 2014. These systems are LogMap, RiMoM-IM and our previous InsMT(L) system.

4 STRIM: STRing based algorithm for Instance Matching

We summarize the process of our approach to provide a general idea of the proposed solution. It consists in the following successive phases:

4.1 **Extraction and Normalization**

The system extracts from each individual li P₁ m₁; P₂ m₂,... a set of information m₁, m₂, ... using different properties P₁, P₂, .... Then, NLP techniques are applied to normalize these information. In particular, three pre-processing steps are performed: (1)
case conversion (conversion of all words in same upper or lower case) (2) lemmatization stemming and (3) stop word elimination. Since String based algorithm is used to calculate the similarities between information, these steps are necessary.

4.2 Similarity Calculation

In this step, the system calculates the similarities between the normalized informations using edit distance as string matcher. Our system selects the maximum similarity values calculated between different informations by edit distance. If two informations are the same (based on maximim similarity values) the counter is incremented to 1, etc.

4.3 Identification

Finally, we apply a filter on maximum counter values in order to select the correspondences which mean that the selected correspondences (equivalent individuals) are those who share maximum informations.

5 Experimentation

In this section, we present the results (Tab. 1) obtained by running our STRIM system on instance matching tracks of OAEI 2015 evaluation campaign.

<table>
<thead>
<tr>
<th>System</th>
<th>Track</th>
<th>Precision</th>
<th>F-measure</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRIM</td>
<td>sandbox val-sem task</td>
<td>0.90</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>sandbox val-sem task</td>
<td>0.99</td>
<td>0.92</td>
<td>0.86</td>
</tr>
<tr>
<td>STRIM</td>
<td>mainbox val-sem task</td>
<td>0.91</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>mainbox val-sem task</td>
<td>0.99</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>STRIM</td>
<td>sandbox val-struct task</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>sandbox val-struct task</td>
<td>0.99</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td>STRIM</td>
<td>mainbox val-struct task</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>mainbox val-struct task</td>
<td>0.99</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td>STRIM</td>
<td>sandbox val-struct-sem task</td>
<td>0.91</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>sandbox val-struct-sem task</td>
<td>0.99</td>
<td>0.88</td>
<td>0.79</td>
</tr>
<tr>
<td>STRIM</td>
<td>mainbox val-struct-sem task</td>
<td>0.91</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>LogMap</td>
<td>mainbox val-struct-sem task</td>
<td>0.99</td>
<td>0.88</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Only two systems have participated at SPIMBNNCH tracks namely the LogMap and STRIM systems. The SPIMBENCH consists of the following three different tasks: val-sem, val-struct and val-sem-struct. Each task has two tests (1) the Sandbox which contains two datasets in small scale and (2) the Mainbox which contains two datasets in
large scale. The goal of three tasks consists to determine when two OWL instances describe the same Creative Work. However, the three tasks have been produced by altering a set of original data. In other words, the datasets of the val-sem task have been produced by using value-based and semantics-aware transformations. For the datasets of the val-struct task have been produced by using value-based and structure-based transformations. Finally the datasets of the val-sem-struct task have been produced by using value-based, structure-based and semantics-aware transformations.

We have evaluated the results of STRIM system based on the results obtained on Mainbox tests. The reason is that these tests were blind (i.e. the reference alignment is not given to the participants) during the evaluation of Instance matching systems by the OAEI evaluation campaign. On the other side, in the Sandbox tests, the reference alignment were available to help the instance matching systems to configure theirs parameters.

Regarding F-measure results, the STRIM system seems to achieve the best results before the LogMap system. The F-measure is always more than 95%. we can remark that STRIM system achieve high recall for the three tasks. It always equal to 99%.

* As conclusion, the result proves that our STRIM system is effective and efficient for the three tasks of SPIMBENCH track of OAEI 2015.

6 Conclusion

In this article, we have introduced STRIM, an instance matching system which consists in identifying the instances that describe the same real-world objects automatically. Our approach is useful, especially when the instances contain terminological information.

The STRIM system is composed of three steps: the first step consists in extracting and normalizing all information about the two instances to be matched. The second step consists in applying an edit distance as a matcher to calculate the similarities between the normalized information. The final step, consists in selecting the equivalent instances based on the maximum of shared information between the two instances.

The STRIM system has participated for the first time at OAEI evaluation campaign and it provides very good results in terms of precision, f-measure and recall at Instance Matching of OAEI 2015.

As future perspective, we attempt to apply STRIM to link data on could computing environment and develop other approaches.
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Abstract. This paper describes the configuration of XMap for the OAEI 2015 competition and discusses its results. XMap is able to automatically adapt to the matching task, choosing the best configuration for the given pair of ontologies. This is our third participation in the OAEI and we can see an overall improvement on nearly every task.

1 State, purpose, general statement

XMap [1] [2] is a highly scalable ontology matching system, which is able to deal with hundreds of thousands of entities with an efficient computation time [3]. It is a fast and effective high precision system able to perform matching large ontologies. A semantic similarity measure has been defined using UMLS and WordNet [4] to provide a synonymy degree between two entities from different ontologies, by exploring both their lexical and structural context. XMap relies on the Microsoft Translate API to translate ontologies into many languages.

1.1 Specific techniques used

A high-level view of mapping process is depicted in Figure 1. It is a multi-layer system which uses three different layers to perform the ontology alignment process: a terminological layer, a structural layer and an alignment layer. The output values of each layer serves as input to the upper one and each layer provides an improvement in the computation of the similarity between concepts. Figure 1 shows the architecture of the XMap system.

Matchers in XMap are the algorithms that compare two ontologies and return an alignment between them. The matchers employed various strategies (entity label, structural description of concepts, range for relations, instantiated attributes or extensional descriptions) in each layer which are listed below:

a) Terminological Layer

The terminological layer is responsible for carrying out the process of computing the similarity between the entity names within the ontologies, combining linguistic similarity with the semantic elements of the context of the entities. This layer receives as inputs the values of the string similarity, the linguistic similarity, the semantic similarity and translation-based similarity computed within the lexical-semantic module. The output variable represents the terminological similarity:
Fig. 1. Architecture for XMAP.

1. The string strategies usually can be applied to the name, the label or the comments concerning entities to discover those which are similar. In general, it can be used for comparing class names and/or URIs. The scaled range is [0, 1] for comparing strings. Our system applies many terminological approaches for computing the similarity measures between two terms: the Levenshtein distance, the Jaro Winkler distance, the n-grams, the Jaccard distance, the Cosine, etc. Note that XMap does not currently store or use comments, definitions, nor instances;
2. The linguistic strategies explore the semantic similarity of the concepts and relations labels. The linguistic based matchers use the external resources WordNet and UMLS to find the semantic similarity between two entities;
3. The translation-based strategies use an automatic translation for obtaining correct matching pairs in multilingual ontology matching. The translation is done locally by querying Microsoft Translator for the full name;
4. The semantic strategies based on auxiliary sources use a domain knowledge available from external sources, such as WordNet, to find additional information for the concepts (synonyms) and the relationships between them. The semantic similarity is incorporated with the aim of adding context information of the concepts during the mapping process.

b) Structural Layer

The structural layer performs two key tasks related to the structure of ontologies. One is the computation of the similarity between the concepts taking into account the taxonomic hierarchy, as well as the computation of the similarity using the information of the internal structure of concepts, i.e., their properties, types and cardinality restrictions:

1. Structural strategies are usually based on the internal structure of an entity or its relations to other entities as a source of detecting correspondences. The first using the relational structure of concepts in the ontology, specifically the taxonomic hierarchy, and the second using the information of the internal structure of concepts, including their properties, types and cardinality restrictions;
2. Constraint strategies consider the concepts and properties data types and cardinalities. They are usually used to provide supplementary information, not as primary matchers (i.e., string matcher or linguistic matcher); these techniques consider criteria regarding the internal structure of the entities, such as the domain and range of the properties or the types of the attributes, to calculate the similarity between them.

e) Alignment Layer
The alignment layer is the final layer and its aim is to provide the final similarity matrix between the concepts taking into account the influence of the number of properties and the value of similarity that properties bring to the final similarity between them. Once the similarity between ontology entities are available based on different strategies (e.g., string similarity, semantic similarity, structural similarity), aggregating similarities algorithms are needed to combine matchers. Combining and filtering the similarity values obtained from the different matchers, comes most often, to combine similarity values using three types of aggregation operator; these strategies are aggregation, selection and combination [2]. Furthermore, those pairs of concepts with similarity values equal to or greater than a particular threshold are retained in order to obtain the mapping suggestions.

For the requirements of different ontology matching tasks, the selected alignment in XMap can be one to one, one to many, or many to many alignments. Whereas in our case, the desired cardinality in ontology matching is typically one-to-one. The matching rules are created via the Java API Alignment Format, allowing the generation of outputs in different formats.

2 Results

In this section, we present the evaluation results obtained by running XMap under the SEALS client with Benchmark, Anatomy, Conference, Multifarm and Large Biomedical Ontologies tracks. Adding to that, we present the results of the test Ontology Alignment for Query Answering which not follow the classical ontology alignment evaluation on the SEALS platform.

**Benchmark** XMap performs very well in terms of Precision (1.0) while flagging out a low recall (0.4) in the Benchmark track. Those low values are explained by the fact that ontological entities with scrambled labels and lexical similarity become ineffective. Whereas for the others two test suites our algorithm performed worse in terms of F-Measure because our system does not handle ontology instances. Table 1 summarises the average results obtained by XMap.

<table>
<thead>
<tr>
<th>Test</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>biblio</td>
<td>1.0</td>
<td>0.40</td>
<td>0.57</td>
</tr>
<tr>
<td>energy</td>
<td>1.0</td>
<td>0.22</td>
<td>0.51</td>
</tr>
</tbody>
</table>
**Anatomy** The Anatomy track consists of finding an alignment between the Adult Mouse Anatomy (2744 classes) and a part of the NCI Thesaurus (3304 classes) describing the human anatomy. XMap achieves a good F-Measure value of $\approx 89\%$ in a reasonable amount of time (50 sec.) (see Table 2). In terms of F-Measure/runtime, XMap is ranked 2nd among the 15 tools participated in this track.

<table>
<thead>
<tr>
<th>Table 2. Results for Anatomy track.</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>XMap</td>
</tr>
</tbody>
</table>

**Conference** The Conference track uses a collection of 16 ontologies from the domain of academic conferences. Most ontologies were equipped with OWL DL axioms of various types; this opens a useful way to test our semantic matchers. The match quality was evaluated against the original (ra1) as well as entailed reference alignment (ra2) and violation free version of reference alignment (rar2). As Table 3 shows, for the three evaluations, we achieved a good F-Measure values.

For each reference alignment, three evaluation modalities are applied: a) M1 only contains classes, b) M2 only contains properties, c) M3 contains classes and properties.

<table>
<thead>
<tr>
<th>Table 3. Results for Conference track.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Multifar** This track is based on the translation of the OntoFarm collection of ontologies into 9 different languages. XMap’s results are showed in Table 4.
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Table 4. Results for Multifarm track.

<table>
<thead>
<tr>
<th>System</th>
<th>Different ontologies</th>
<th>Same ontologies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>F</td>
</tr>
<tr>
<td>XMap</td>
<td>0.22</td>
<td>0.24</td>
</tr>
</tbody>
</table>

**Large biomedical ontologies** This track consists of finding alignments between the Foundational Model of Anatomy (FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI). There are 5 sub-tasks corresponding to different sizes of input ontologies (small fragments and whole ontology for FMA and NCI and small and large fragments for SNOMED CT). XMAP has been evaluated with two variants: XMAP-BK and XMAP. XMAP-BK uses synonyms provided by the UMLS Metathesaurus, while XMAP has this feature deactivated. The results obtained by XMAP-BK are depicted by Table 6. XMAP-BK provided the best results (ranked 1st) among the 12 participating systems in terms of F-measure in FMA-NCI and FMA-SNOMED matching sub-tasks. In general, we can conclude that XMap achieved a good precision/recall values. The high recall value can be explained by the fact that UMLS thesaurus contains definitions of highly technical medical terms.

Table 5. Results for the Large BioMed track.

<table>
<thead>
<tr>
<th>Test set</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small FMA-NCI</td>
<td>0.971</td>
<td>0.902</td>
<td>0.935</td>
<td>31</td>
</tr>
<tr>
<td>Whole FMA-NCI</td>
<td>0.872</td>
<td>0.849</td>
<td>0.860</td>
<td>337</td>
</tr>
<tr>
<td>Small FMA-SNOMED</td>
<td>0.968</td>
<td>0.847</td>
<td>0.903</td>
<td>49</td>
</tr>
<tr>
<td>Whole FMA- Large SNOMED</td>
<td>0.769</td>
<td>0.844</td>
<td>0.805</td>
<td>782</td>
</tr>
<tr>
<td>Small SNOMED-NCI</td>
<td>0.928</td>
<td>0.606</td>
<td>0.733</td>
<td>396</td>
</tr>
<tr>
<td>Whole NCI- Large SNOMED</td>
<td>0.913</td>
<td>0.536</td>
<td>0.675</td>
<td>925</td>
</tr>
</tbody>
</table>

**Ontology Alignment for Query Answering** The objective of this test is to check the ability of the generated alignments to answer a set of queries in an ontology-based data access scenario where several ontologies exist. Table 6 shows the F-measure results for the whole set of queries. XMap was one of the 5 matchers whose alignments allowed to answer all the queries of the evaluation.

Table 6. Results for Ontology Alignment for Query Answering.

<table>
<thead>
<tr>
<th>System</th>
<th>RA1 Reference</th>
<th>RARI Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>XMap</td>
<td>0.778</td>
<td>0.675</td>
</tr>
</tbody>
</table>
3 General comments

3.1 Comments on the results
This is the third time that we participate in the OAEI campaign. We foresee an improvement in the performance of our system which consists of expanding the supported domain of matching problems, such that large-scale biomedical or multi-lingual ontologies can be matched as well. The official results of OAEI 2015 show that XMap is competitive with other well-known ontology matching systems in all OAEI tracks. The current version of XMap has shown a significant improvement both in terms of matching quality and runtime. Additionally, to improve our f-measure for large biomedical ontologies we made use of the UMLS Metathesaurus. Finally, we pre-compiling a local dictionary in order to avoid multiple accesses to the Microsoft Translator during the matching process.

3.2 Comments on the OAEI 2015 procedure
As a third participation, we found the OAEI procedure very convenient and the organizers very supportive. The OAEI test cases are various, and this leads to a comparison on different levels of difficulty, which is very interesting. We found that SEALS platform is a precious tool to compare the performance of our system with the others.

4 Conclusion
In this paper, we presented the results achieved during the 2015 edition of the OAEI campaign. The system managed to improve its performance significantly compared to the previous year, which is reflected in the performance of the different tracks. We have used the UMLS resource for better discarding incorrect mappings for life sciences related ontologies. Moreover, we implemented a cross-lingual ontology matching approach in order to align ontologies in different languages.
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Abstract. Instance matching frameworks that identify links between instances, expressed as \texttt{owl:sameAs} assertions, have achieved a high performance while the performance of property matching lags behind. In this paper, we leverage \texttt{owl:sameAs} links and show how these links can help for property matching.
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Introduction

The performance of ontology matching systems on property matching lags significantly behind that on class and instance matching \cite{1}. Current state-of-the-art techniques achieve a high performance on instance matching which focus on finding \texttt{owl:sameAs} links between LOD datasets \cite{2}. These linked instances give an important information to the property matching process which we further explore in this paper. We argue that \texttt{owl:sameAs} instance pairs share similar values on similar properties. For this issue, we investigate to which extent we can automatically find matching properties by exploiting \texttt{owl:sameAs} instance pairs.

Approach

Figure 1 shows a concrete example of matching DBpedia to BTC2014\(^4\). The proposed approach has four steps which are described in detail below.

**Linked Data Extraction:** As first step, we extract all \texttt{owl:sameAs} triples whose subject is an instance in BTC2014 while the object is an instance in DBpedia. With the same heuristic we extract \texttt{owl:sameAs} links from DBpedia to BTC2014 so we have a complete set of linked instances between these datasets.

---

\(^4\) http://km.aifb.kit.edu/projects/btc-2014/
**Linked Data as Tables:** The table generation approach is based on DBpediaAsTable\(^5\) with proper modifications to fit BTC2014 triples. We create one table for each *rdf:type* and place instances of that type in rows, while the columns contain information about their properties. In practice, large tables are separated into several small tables by the limitation of 500 rows while columns are filtered by the density limitation which should be greater than 20%.

**Property Matching:** We argue that “*owl:sameAs* instances share similar values on similar properties”. Once we obtain the *owl:sameAs* instances and similar values, similar properties could be inferred. Similar values are detected by computing similarity measures on literal, numeric and date cells. Afterwards, we can infer similar properties.

**Parametrization:** The final property correspondences are selected from a candidate set that is obtained from the property matching in last step. The selection is made by filtering property pairs using support threshold $su$ and confidence threshold $co$. Property pair \((p_1, p_2)\) holds with support $su$ if $su\%$ of the *owl:sameAs* instances involved with $p_1$ or $p_2$ contain both $p_1$ and $p_2$. Property pair \((p_1, p_2)\) holds with confidence $co$ if $co\%$ of value pairs on \((p_1, p_2)\) share similar values. We divide our gold standard into a learning set and a testing set. A genetic learning algorithm is applied on the learning set to obtain the proper values for $su$ and $co$.

**Result.** We use three string-based metrics, Jaccard, Levenshtein and ExactEqual as baselines to compare with our approach. All metrics are applied on the testing set to find equivalent properties between BTC2014 and DBpedia. The results and the comparison is shown in Table 1.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>True Positive</th>
<th>False Positive</th>
<th>GS</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance-based property matching</td>
<td>84</td>
<td>23</td>
<td>85</td>
<td>0.785</td>
<td>0.988</td>
<td>0.875</td>
</tr>
<tr>
<td>Levenshtein</td>
<td>52</td>
<td>52</td>
<td>85</td>
<td>0.5</td>
<td>0.612</td>
<td>0.55</td>
</tr>
<tr>
<td>Jaccard</td>
<td>52</td>
<td>91</td>
<td>85</td>
<td>0.364</td>
<td>0.612</td>
<td>0.456</td>
</tr>
<tr>
<td>ExactEqual</td>
<td>32</td>
<td>0</td>
<td>85</td>
<td>1.0</td>
<td>0.376</td>
<td>0.547</td>
</tr>
</tbody>
</table>

Table 1. The results on property matching between BTC2014 and DBpedia.

The proposed approach can effectively match the property pairs which share similar values such as “landArea” with “areaTotal” and “diedIn” with “deathPlace”. However, similar values also lead to wrong matchings such as “happenedOnDate” with “date”, “capital” with “largestCity” and “hasPhotoCollection” with “label” which require more semantic matching on property labels than on their values.
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Introduction. In this paper, we present RinsMatch (RDF Instance Match), a suggestion-based instance matching tool for RDF graphs. RinsMatch utilizes a graph node similarity algorithm and returns to the user the subject node pairs that have similarities higher than a defined threshold. If the user approves the matching of a node pair, the nodes are merged. Then more instance matching candidate pairs are generated and presented to the user based on the common predicates and neighbors of the already matched nodes. RinsMatch then reruns the similarity algorithm with the merged RDF node pairs. This process continues until there is no more feedback from the user and the similarity algorithm suggests no new matching candidate pairs.

In our previous study [1], we proposed an algorithm for computation of entity similarities of an RDF graph using graph locality, neighborhood similarity, and the Jaccard measure. In the current study we use the proposed RDF entities similarity algorithm for pairing entities which may be merged if approved by the user. We make a similar assumption like the similarity flooding (SF) algorithm proposed in [2], that elements of two graphs are similar when their adjacent elements are similar. Comparing to SF, our technique requires more user interactions and more iterations for computation of entity similarity, but each time the similarity algorithm runs, it produces more accurate results assuming the user provided accurate feedback. Also, merging the RDF nodes reduces the size of the input data graph that the algorithm operates on, yielding less complexity each time.

User Interaction. RinsMatch presents the subject node pairs that have similarities higher than a defined threshold to the user for possible instance matching. The threshold is a configurable parameter and may be determined by the user. If s1 and s2 are two subject nodes which have similarity higher than the threshold, then we denote this pair by (s1, s2). If the user approves the matching of the subject node pair (s1, s2), then RinsMatch merges the two subjects into a single
subject node which we denote by $[s1,s2]$, and then all the predicates from both merged subjects are retained by the newly created subject $[s1,s2]$. RinsMatch then checks the common neighbors and predicates of $s1$ and $s2$ and generates more instance matching candidate pairs by pairing the predicates $p1$ and $p2$ to get $(p1,p2)$ if $p1$ and $p2$ are connected to a common object from both $s1$ and $s2$. It also pairs the object nodes $(o1,o2)$ which are connected with a common predicate by $s1$ and $s2$. RinsMatch then presents the generated matching candidate pairs to the user and merges the pairs to get $[p1,p2]$ and $[o1,o2]$ if the user approves that they match. RinsMatch then reruns the RDF node similarity algorithm on the new RDF graph formed by merging matching entities. The steps above are repeated until there is no more feedback from the user and no new matching pairs suggested by the matching algorithm. Figure 1 shows an example of the instance matching and merging process. As shown in the figure, based on the similarities found from the similarity iterations, at phase 1 RinsMatch suggests matching the subject nodes $(v1,v5)$, and they are merged to get $[v1,v5]$ with the approval of the user. On phase 2, the algorithm checks the common predicates of the new node $[v1,v5]$. Seeing that it connects to the neighbor nodes $v4$ and $v6$ with the common predicate $p3$, RinsMatch merges the nodes $v4$ and $v6$ to get $[v4,v6]$ once the user approves. On phase 3, the common neighbors of the new node $[v1,v5]$ are checked. Seeing that $[v1,v5]$ is connected to a common neighbor $v2$ with the predicates $p1$ and $p4$, then RinsMatch presents the pair $(p1,p4)$ to the user, and they are merged upon approval by the user to get $[p1,p4]$. The output graph of phase 3 is input to phase 1, and the similarity iterations are repeated until the optimum similarities and instance matching pairs are found.

**Evaluation.** We conducted preliminary experiments based on a subset of DBpedia and a subset of SemanticDB, a Semantic Web content repository for Clinical Research and Quality Reporting. For verification, we duplicated the original dataset and changed the names of the nodes in the duplicated dataset by following a specific naming pattern. We used the original dataset as the source, and the duplicated dataset as the target for the instance matching process, and we leveraged the node naming pattern for verification. To summarize our experiments: for the DBpedia, the source dataset had 90 triples with 60 distinct subject and predicate nodes. 100% of the nodes were matched to a target graph node semi-automatically. The algorithm generated 20 instance matching candidates with 85% accuracy. For SemanticDB, the source dataset had 2500 triples with 520 distinct subject and predicate nodes. 86% of the nodes were matched to a target graph node semi-automatically. The algorithm generated 310 instance matching candidates with 95% accuracy.

**References**
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Abstract. In this paper, we propose an approach for mapping properties in two RDF datasets between different languages, using a triple-based similarity propagation that can be adapted to find potential property matches. This approach does not need any language dependent information during the process, and thus can be applied to arbitrary languages without requiring translation.

1 Introduction

Linked Data aims to extend the Web by publishing various open datasets as RDF and establishing connections between them. DBpedia exploits the huge amount of information contained in Wikipedia and creates a comprehensive dataset by integrating information from many different Wikipedia editions according to an ontology maintained by the community. Due to the interdisciplinary nature and the enormous breadth of coverage of Wikipedia, DBpedia is regarded as one of the central interlinking-hubs of Linked Data [1]. In this paper, we propose an approach for mapping properties across DBpedia RDF datasets written in the two languages using a triple-based similarity propagation that can be adapted to find potential property matches without any translation task.

2 Proposed Approach

The proposed approach has two steps: 1) findings the equivalent subject and object values across datasets at the entity-level, which is represented in the form triples, that are connected by owl:sameAs links, and then considering the associated properties to have the potential to be equivalent. 2) Then, using a small number of identified matches as seeds to exploit the conceptual-level alignments to identify and estimate semantic relatedness of properties. Often, the conceptualizations of triples (from instance triples) are efficient in terms of coverage of alignment, but their result may be dependent on recognizing entities and their type. The types of an entity may not always be present in the dataset. The ‘similarity flooding approach’ [2] propagates the similarities between concepts to refine the matching results. For example, two apparently different entities from two ontologies are similar when their neighboring concepts are similar.
Experiments: The goal of this experiment is to align language-local properties (i.e., DBpedia Korean property in this case) with the ontological properties of DBpedia in English. Three human annotators aligned 1,000 DBKP to DBOP, if the meaning of two properties was similar. We used the majority vote to determine the correct mapping results.

Table 1. $cf$ is the confidence score of the derived property pairs. $I$, $P_1$, and $P_0$ represent the three kinds of propagation scale strategies. $I$ denotes cases in which the alignment process is done without using propagation technique. $P_1$ denotes results obtained from the similarity propagation with the seed with a $cf = 1$, whereas cases with a $P_0$ executes the propagation step with a larger seed with a $cf > 0$. $\#(M)$ signifies the number of newly discovered matches, and $P$, $R$, and $F$ means precisions, recalls and F1-scores, respectively.

<table>
<thead>
<tr>
<th>$cf$</th>
<th>$#(M)$</th>
<th>$P$</th>
<th>$R$</th>
<th>$F$</th>
<th>$#(M)$</th>
<th>$P$</th>
<th>$R$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>13</td>
<td>100</td>
<td>0.96</td>
<td>1.91</td>
<td>25</td>
<td>100</td>
<td>0.96</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>42</td>
<td>95.24</td>
<td>2.97</td>
<td>5.76</td>
<td>50</td>
<td>94.44</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>98</td>
<td>96.94</td>
<td>7.05</td>
<td>13.14</td>
<td>118</td>
<td>93.26</td>
<td>6.16</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>151</td>
<td>96.69</td>
<td>10.83</td>
<td>19.48</td>
<td>226</td>
<td>90.70</td>
<td>11.57</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>188</td>
<td>95.74</td>
<td>13.35</td>
<td>23.44</td>
<td>282</td>
<td>91.12</td>
<td>14.47</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>222</td>
<td>95.5</td>
<td>15.73</td>
<td>27.01</td>
<td>336</td>
<td>93.66</td>
<td>19.14</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>269</td>
<td>94.42</td>
<td>18.84</td>
<td>31.42</td>
<td>538</td>
<td>92.80</td>
<td>22.85</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>322</td>
<td>92.55</td>
<td>22.11</td>
<td>35.69</td>
<td>863</td>
<td>76.01</td>
<td>27.97</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>322</td>
<td>92.55</td>
<td>22.11</td>
<td>35.69</td>
<td>863</td>
<td>76.01</td>
<td>27.97</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>668</td>
<td>75.15</td>
<td>37.24</td>
<td>49.80</td>
<td>3,166</td>
<td>39.35</td>
<td>47.11</td>
</tr>
</tbody>
</table>

Analysis: The preliminary experiment between the English and the Korean DBpedia has shown that the propagated connectives improve the recall and F1-score measures required to find mapping pairs of properties by taking into account instance types in order to discover new mapping candidates. We see this as the initial step towards enhancing multilingualism in Linked Open Data.
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1 Introduction

Entity resolution is the problem of finding co-referent instances, which at the same time describe the same topic. It is an important component of data integration systems and is indispensable in linked data publication process. Entity resolution has been a subject of extensive research; however, seeking for a perfect resolution algorithm remains a work in progress.

Many approaches have been proposed for entity resolution. Among them, supervised entity resolution has been revealed as the most accurate approach [6, 2]. Meanwhile, configuration-based matching [2, 3, 5, 4] attracts most studies because of its advantages in scalability and interpretation.

In order to match two instances of different repositories, configuration-based matching algorithms estimate the similarities between the values of the same attributes. After that, these similarities are aggregated into one matching score. This score is used to determine whether two instances are co-referent or not. The declarations of equivalent attributes, similarity measures, similarity aggregation, and acceptance threshold are specified by a matching configuration, which can be automatically optimized by a learning algorithm. Configuration learning using genetic algorithm has been a research topic of some studies [2, 5, 3]. The limitation of genetic algorithm is that it costs numerous iterations for reaching the convergence. We propose cLearn as a heuristic algorithm that is effective and more efficient. cLearn can be used to enhance the performance of any configuration-based entity resolution system.

2 Approach

A configuration specifies the property mappings, similarity measures, similarity aggregation strategy, and matching acceptance threshold. Property mappings and similarity measures are combined together into similarity functions. Given series of initial similarity functions, similarity aggregation options, and the labeled instances pairs, the mission of cLearn is to select the optimal configuration.

cLearn begins with the consideration of each single similarity function and then checks their combinations. When checking the new combination this algorithm applies a heuristic for selecting most potentially optimal configuration. Concretely, the heuristic accepts the new combination if only its performance
Table 1. F1 score of the compared systems on OAEI 2010.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>ScSLINT+cLearn</td>
<td>0.911</td>
<td>0.824</td>
<td>0.777</td>
<td>0.6414</td>
</tr>
<tr>
<td></td>
<td>Adaboost</td>
<td>0.903</td>
<td>0.794</td>
<td>0.733</td>
<td>0.641</td>
</tr>
<tr>
<td>Varied by subset</td>
<td>ScSLINT+cLearn</td>
<td>0.894</td>
<td>0.829</td>
<td>0.722</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ObjectCoref</td>
<td>0.464</td>
<td>0.743</td>
<td>0.708</td>
<td></td>
</tr>
</tbody>
</table>

is better than that of the combined elements. This heuristic is reasonable as a series of similarity functions that reduces the performance has little possibility of generating a further combination with improvement. In addition to finding for similarity functions, the algorithm also optimizes the similarity aggregator and matching acceptance threshold.

cLearn is implemented as part of ScSLINT framework, and its source code is available at http://ri-www.nii.ac.jp/ScSLINT.

3 Evaluation
Table 1 reports the comparison between cLearn and other supervised systems, including ObjectCoref [1] and Adaboost-based instance matching system [6]. OAEI 2010 dataset is used and the same amount of training data is given to each pair of compared systems. According to this table, cLearn consistently outperforms other algorithms.

cLearn is efficient as the average numbers of configurations that cLearn has to check before stopping is only 246. This number is promising because it is much smaller than that of using genetic algorithm, which is reported in [2] with a recommendation of 500 configurations for each iteration.

With the effectiveness, potential efficiency, and small training data requirement of cLearn on a real dataset like OAEI 2010, we believe that cLearn has promising application in supervised entity resolution, including using active learning strategy to even reduce the annotation effort.
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If users participate in ontology matching, the goal always is to minimize the amount of necessary interactions while maximizing the gains in alignment quality [2]. Interaction can either happen pre-matching (selection of matching systems or parameter tuning), during the matching process (judging intermediate results or providing sample correspondences), or post-matching (detecting incorrect correspondences and providing missing ones). In this paper, we evaluate an approach that aims to reduce post matching interactions by exploiting concept proximity within ontologies. An initial analysis of reference alignments available for OAEI revealed that, if a correspondence for one element (class or property) of an ontology exists, the probability that a correspondence also exists for a closely connected element is higher than for unconnected elements. Based on this finding, we extracted the closeness criteria depicted in Figure 1. For evaluation, we applied the criteria on candidate alignments that were created by top-performing systems of OAEI 2014 for the anatomy, library, and conference tracks. For each criterion, we determined which elements it would add to the task set, i.e., the selection of ontology elements a user should provide correspondences for. Based on these task sets ($UT$) we calculated the expected number of interactions ($IE$) it would on average take to provide all included correspondences ($IC$), if elements were presented to the user at random. To assess whether our selection technique is viable, we further compared this value to the amount of interactions it would take users on average to provide the same amount of missing correspondences, if tasks were randomly selected from the entirety of elements that are not included in correspondences after initial, automatic matching.

Figure 1. Connections considered for element proximity. Matched elements are depicted bold, ignored entities in italic. Visual Notation for OWL Ontologies (VOWL)[1]
The ratio between the two values is called task set compression. Minimal criteria sets denote the closeness criteria, which yield the corresponding task sets. Since we strive for minimization of user tasks, only the smaller ontology in terms of concept count was considered. As shown in Table 1, an average task set reduction of 60% could be achieved for the conference ontologies of OAEI, while increasing the recall from 0.62 to 0.956. For taxonomy-like ontologies, such as the ones used in the library and anatomy tracks, only marginal compression or even increase in interaction expectancy was achieved. Future work will therefore focus on such cases by finding other, more suitable task selection criteria and adapting existing ones, e.g., by limiting the depth of hierarchy traversal for class relationships. Furthermore, correspondences generated through different matcher settings (high precision vs. high recall) could be explored in addition to criteria based solely on ontology structures in order to yield smaller task sets with an increased potential success ratio for user interactions.

<table>
<thead>
<tr>
<th>ontologies</th>
<th>ET</th>
<th>IC</th>
<th>IE</th>
<th>Compression</th>
<th>Minimal Criteria Sets</th>
<th>Rcand</th>
<th>Rcomp</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmt-conference</td>
<td>12</td>
<td>4</td>
<td>10</td>
<td>0.2</td>
<td>[9, 17]</td>
<td>0.6</td>
<td>0.87</td>
</tr>
<tr>
<td>confoc-conference</td>
<td>11</td>
<td>3</td>
<td>9</td>
<td>0.19</td>
<td>[13]</td>
<td>0.73</td>
<td>0.93</td>
</tr>
<tr>
<td>conference-edas</td>
<td>36</td>
<td>5</td>
<td>31</td>
<td>0.39</td>
<td>[1, 2]</td>
<td>0.65</td>
<td>0.94</td>
</tr>
<tr>
<td>ekaw-conference</td>
<td>38</td>
<td>8</td>
<td>35</td>
<td>0.51</td>
<td>[3, 6, 16]</td>
<td>0.6</td>
<td>0.92</td>
</tr>
<tr>
<td>conference-iasted</td>
<td>51</td>
<td>7</td>
<td>46</td>
<td>0.57</td>
<td>[1, 2, 5]</td>
<td>0.44</td>
<td>0.86</td>
</tr>
<tr>
<td>sigkdd-conference</td>
<td>13</td>
<td>4</td>
<td>11</td>
<td>0.25</td>
<td>[4, 9, 12]</td>
<td>0.6</td>
<td>0.87</td>
</tr>
<tr>
<td>confof-cmt</td>
<td>31</td>
<td>9</td>
<td>29</td>
<td>0.48</td>
<td>[2, 4, 6, 7, 8, 14]</td>
<td>0.38</td>
<td>1</td>
</tr>
<tr>
<td>cmt-edas</td>
<td>27</td>
<td>4</td>
<td>22</td>
<td>0.35</td>
<td>[6]</td>
<td>0.69</td>
<td>1</td>
</tr>
<tr>
<td>cmt-ekaw</td>
<td>38</td>
<td>5</td>
<td>33</td>
<td>0.49</td>
<td>[5, 9, 17]</td>
<td>0.55</td>
<td>1</td>
</tr>
<tr>
<td>cmt-iasted</td>
<td>36</td>
<td>0</td>
<td>36</td>
<td>0.44</td>
<td>[ ]</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>sigkdd-cmt</td>
<td>7</td>
<td>1</td>
<td>4</td>
<td>0.13</td>
<td>[2]</td>
<td>0.92</td>
<td>1</td>
</tr>
<tr>
<td>confof-edas</td>
<td>26</td>
<td>8</td>
<td>24</td>
<td>0.43</td>
<td>[1, 3, 5, 9]</td>
<td>0.58</td>
<td>1</td>
</tr>
<tr>
<td>confof-ekaw</td>
<td>18</td>
<td>4</td>
<td>15</td>
<td>0.33</td>
<td>[1, 13, 15]</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>confof-iasted</td>
<td>30</td>
<td>5</td>
<td>26</td>
<td>0.45</td>
<td>[1, 3, 15]</td>
<td>0.55</td>
<td>1</td>
</tr>
<tr>
<td>confof-sigkdd</td>
<td>16</td>
<td>4</td>
<td>13</td>
<td>0.25</td>
<td>[4, 17]</td>
<td>0.57</td>
<td>1</td>
</tr>
<tr>
<td>ekaw-edas</td>
<td>63</td>
<td>11</td>
<td>59</td>
<td>0.71</td>
<td>[9, 13, 17]</td>
<td>0.76</td>
<td>1</td>
</tr>
<tr>
<td>edas-iasted</td>
<td>35</td>
<td>8</td>
<td>32</td>
<td>0.28</td>
<td>[2]</td>
<td>0.53</td>
<td>1</td>
</tr>
<tr>
<td>sigkdd-ekaw</td>
<td>22</td>
<td>4</td>
<td>18</td>
<td>0.32</td>
<td>[3, 15]</td>
<td>0.84</td>
<td>1</td>
</tr>
<tr>
<td>sigkdd-iasted</td>
<td>36</td>
<td>0</td>
<td>36</td>
<td>0.58</td>
<td>[ ]</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>avg(conference)</td>
<td>30.4</td>
<td>4.8</td>
<td>26.8</td>
<td>0.404</td>
<td>0.635</td>
<td>0.956</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Overview about the maximal task reduction that could be achieved using minimal criteria sets. The used criteria are numbered according to Figure 1. Rcand is the recall achieved by the automatic matcher, Rcomp the recall after user interaction.
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\textbf{Abstract.} The aim of the research presented in the article is the mapping between the English Wikipedia categories and OpenCyc types. The mapping algorithm is heuristic and it takes into account structural similarities between the categories and the corresponding types. The achieved mapping precision ranges from 82 to 92\% (depending on the evaluation scheme), recall from 67 to 76\%. The results of the algorithm and its code are available at http://cycloped.io.

\section{Approach}

The aim of this research is automatic mapping of Wikipedia categories into OpenCyc \cite{1} types. Although Wikipedia category system is hierarchical in nature, it is more like a thesaurus than a classification scheme \cite{5}, since it lacks any clear-defined hierarchical structure \cite{4}. By mapping the categories into OpenCyc types we will be able to leverage the well defined structure of that ontology in Wikipedia-related information extraction tasks.

The automatic mapping of categories is divided into three stages. In the first stage the categories are pre-processed, in order to filter-out the uninteresting categories. In the second stage for each category a set of candidate mappings is generated and in the last stage disambiguation is performed by comparing the context of the category with the contexts of the candidate types. As such it is similar to the method employed in YAGO for mapping the categories into WordNet synsets \cite{3}.

The disambiguation is based on structural similarities between the OpenCyc ontology and Wikipedia category system treated as a taxonomy. The primary means for structuring Wikipedia is the \textit{inclusion} relation that holds between categories and articles as well as categories themselves. In the first case, if the article represents an entity, the inclusion in a category might be approximated by \textit{instantiation} relation, while in the second case the inclusion of category might be approximated by \textit{specialization} relation. \textit{Instantiation} and \textit{specialization} are strictly defined in OpenCyc and are the primary means for structuring its contents. Checking if inclusion of articles and categories in the category that is being
mapped has a corresponding instantiation and specialization assertions stated in OpenCyc provides evidence for validity of a given candidate mapping.

2 Results

Out of 616 thousand of categories with plural noun-heads we were able to assign some corresponding type to 484 thousand categories (78.6%). We have manually validated 600 mappings in order to assess the quality of the category mapping algorithm. We assumed that there is up to one valid OpenCyc type for each Wikipedia category. We have not assigned any type if the category was ambiguous or should be filtered out as administrative. In cases the algorithm assigned some types to such categories, they were treated as false positives. For the other categories we have either accepted the mapping provided by the algorithm or manually assigned the correct mapping in cases when the algorithm’s decision was invalid.

We measured the performance of the algorithm using standard information retrieval measures of precision and recall, employing two evaluation scenarios. In the first one strict equivalence between the results obtained by the algorithm and the reference mapping was required and in the second, we have extended the set of true positives, by including results that were either specializations or generalizations of the terms defined in the reference set. In the first scenario we have obtained 82.5% precision, 67.5% recall and 74.2% F1 and in the second we have obtained 92.9% precision, 76.1% recall and 83.6% F1.

The results of the algorithm and the source code are available at http://cycloped.io. We plan to extend the mapping and classification into other natural languages, as well as automatically extend the OpenCyc taxonomy. Although the results of the automatic mapping are worse than manually established correspondence from our past efforts [2], the achieved coverage is much better. Moreover the algorithms allow for providing new mappings when Wikipedia grows, making it very useful for converting it into computable knowledge base.
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1 Introduction

The alignment between linguistic artifacts like vocabularies, thesauri, etc., is a task that has attracted considerable attention in recent years [1][2]. With very few exceptions, however, research in this field has primarily focused on the development of monolingual matching algorithms. As more and more artifacts, especially in the Linked Open Data realm, become available in a multilingual fashion, novel matching algorithms are required.

Indeed, in the case of a multilingual environment, there are some peculiarities that can be exploited in order to relax the classic schema matching task:

– the use of multilinguality permits to reduce the problems raised when two different concepts have the same label; indeed, the probability for two diverse concepts to have the same label across several languages is very low;
– multilingual artifacts provide term translations that have already been adapted to the represented domains; therefore, the human creators of a multilingual artifact put a lot of their cultural heritage in choosing the right terms for the each concept.

In this paper, we present a work exploiting the two aspects described above in order to build a multilingual ontology approach for defining mappings between multilingual ontologies. Such an approach, extending the one presented in [3], has been evaluated on domain-specific use cases belonging to the agriculture and medical domains.

2 An Approach for the Matching of Multilingual Thesauri

The proposed approach is based on the exploitation of the labels associated with each concept defined in an ontology. Let us consider two ontologies: (i) a source ontology containing the elements that have to be mapped, and a target ontology used as reference for creating the mappings. The proposed approach has been built by taking inspiration from IR techniques and it exploits the creation of indexes for identifying candidate mappings.

The process is split in two different phases: (i) in the first one, we created the index containing information about the target ontology represented in a structured way; while, (ii) in the second phase, we build queries using information contained in the source ontology for retrieving a rank representing the candidate mappings that we may define between the two thesauri.
Firstly, we extract the whole set of labels from the target ontology and, after a set of preprocessing activities, each concept “C” of the target ontology is transformed into a structured representation containing all multilingual labels describing “C”, and all multilingual labels describing concepts belonging to the context of “C” that is the set of concepts directly connected with “C”. Such labels are then stored into an index. Then, in the second phase, from each entity of the source index the set of its labels is extracted. A query containing such labels is composed and performed on the index built during the first phase. A rank containing $n$ suggestions ordered by their confidence score is returned by the system and it is used as input for the creation of the mapping that may be done manually from domain experts or automatically by the system.

3 Concluding Remarks

The approach has been evaluated on a set of six multilingual ontologies, coming from the agricultural and medical domains, for which gold standards containing the mappings were available. Then, it has been compared with the previous one presented in [3].

<table>
<thead>
<tr>
<th>Mapping Set</th>
<th># of Mappings</th>
<th>Prec. v1</th>
<th>Rec. v1</th>
<th>F-Measure v1</th>
<th>Prec. v2</th>
<th>Rec. v2</th>
<th>F-Measure v2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eurovoc → Agrovoc</td>
<td>1297</td>
<td>0.816</td>
<td>0.874</td>
<td>0.844</td>
<td>0.897</td>
<td>1.000</td>
<td>0.946</td>
</tr>
<tr>
<td>Agrovoc → Eurovoc</td>
<td>1297</td>
<td>0.906</td>
<td>0.695</td>
<td>0.787</td>
<td>0.930</td>
<td>0.999</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.861</td>
<td>0.785</td>
<td>0.821</td>
<td>0.914</td>
<td>1.000</td>
<td>0.955</td>
</tr>
<tr>
<td>Gemet → Agrovoc</td>
<td>1779</td>
<td>0.909</td>
<td>0.546</td>
<td>0.682</td>
<td>0.850</td>
<td>0.999</td>
<td>0.918</td>
</tr>
<tr>
<td>Agrovoc → Gemet</td>
<td>1779</td>
<td>0.943</td>
<td>0.740</td>
<td>0.829</td>
<td>0.893</td>
<td>0.997</td>
<td>0.942</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.926</td>
<td>0.643</td>
<td>0.759</td>
<td>0.872</td>
<td>0.998</td>
<td>0.931</td>
</tr>
<tr>
<td>MDR → MeSH</td>
<td>6061</td>
<td>0.776</td>
<td>0.807</td>
<td>0.791</td>
<td>0.903</td>
<td>0.912</td>
<td>0.907</td>
</tr>
<tr>
<td>MeSH → MDR</td>
<td>6061</td>
<td>0.716</td>
<td>0.789</td>
<td>0.751</td>
<td>0.843</td>
<td>0.888</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.746</td>
<td>0.798</td>
<td>0.771</td>
<td>0.873</td>
<td>0.900</td>
<td>0.886</td>
</tr>
<tr>
<td>MDR → SNOMED</td>
<td>19971</td>
<td>0.621</td>
<td>0.559</td>
<td>0.588</td>
<td>0.739</td>
<td>0.826</td>
<td>0.780</td>
</tr>
<tr>
<td>SNOMED → MDR</td>
<td>19971</td>
<td>0.556</td>
<td>0.519</td>
<td>0.537</td>
<td>0.871</td>
<td>0.459</td>
<td>0.601</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.589</td>
<td>0.539</td>
<td>0.563</td>
<td>0.805</td>
<td>0.643</td>
<td>0.715</td>
</tr>
<tr>
<td>MeSH → SNOMED</td>
<td>26634</td>
<td>0.690</td>
<td>0.660</td>
<td>0.675</td>
<td>0.741</td>
<td>0.814</td>
<td>0.776</td>
</tr>
<tr>
<td>SNOMED → MeSH</td>
<td>26634</td>
<td>0.657</td>
<td>0.564</td>
<td>0.607</td>
<td>0.831</td>
<td>0.544</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.674</td>
<td>0.612</td>
<td>0.642</td>
<td>0.786</td>
<td>0.679</td>
<td>0.729</td>
</tr>
</tbody>
</table>

Table 1: Comparison between the results obtained by the previous version of the system and the proposed one.
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Abstract. Current Enterprise Architecture (EA) approaches tend to be generic, based on broad meta-models that cross-cut distinct architectural domains. Integrating these models is necessary to an effective EA process, in order to support, for example, benchmarking of business processes or assessing compliance to structured requirements. However, the integration of EA models faces challenges stemming from structural and semantic heterogeneities that could be addressed by ontology matching techniques. For that, we used AgreementMakerLight, an ontology matching system, to evaluate a set of state of the art matching approaches that could adequately address some of the heterogeneity issues. We assessed the matching of EA models based on the ArchiMate and BPMN languages, which made possible to conclude about not only the potential but also of the limitations of these techniques to properly explore the more complex semantics present in these models.

Enterprise Architecture (EA) is a practice to support the analysis, design and implementation of a business strategy in an organization, considering its relevant multiple domains. In recent years, a variety of Enterprise Architecture [5] languages have been established to manage the scale and complexity of this domain. Integration of EA models is necessary to support EA processes, however structural and semantic heterogeneities hinder integration. Ontology matching has been proposed as a useful technique to help address this challenge [4]. Ontologies and associated techniques are increasingly being recognized as valuable tools in the EA domain (e.g., [1]).

To evaluate the applicability of ontology matching techniques to address the heterogeneity between EA models, we have selected four case studies that demonstrate heterogeneity challenges at the model level. Cases 1 and 2 showcase Abstraction Level Incompatibilities between models encoded in different languages (ArchiMate and BPMN), that represent similar situations. Cases 3 and 4 illustrate both Abstraction Level and Element Description heterogeneities between models using the same language, where both pairs of models represent the same situation encoded by different modelers.

To support the matching tasks we have used AgreementMakerLight (AML) [2],
an ontology matching system that is extensible and implements several state of
the art ontology matching algorithms. We extended AML to produce subclass
mappings. The generated alignments were manually evaluated.

The four case studies and their matching using a combination of ontology
matching algorithms illustrate the challenges and opportunities in their appli-
cation to addressing EA heterogeneities. As expected, string and word based
techniques are effective at capturing the mappings between equivalent individu-
als who share similar names. However, when equivalent individuals had dissim-
ilar labels, for which WordNet extension did not produce any shared synonyms,
the applied algorithms failed. Regarding Abstraction Level Incompatibilities,
the results were related to the complexity of the models. In simpler model match-
ing tasks, the Subclass Matcher approach had a good performance, identifying
75% of the subclass mappings. However, in more complex tasks performance is
reduced. Since the evaluated approaches relied only on model information to
perform matching, there was no practical difference between matching models
using the same or different languages.

We consider that the main limitation of the employed matching techniques was
their inability to explore a considerable portion of the information modelled in
the ontologies. In order to extend the application of ontology matching tech-
niques to the EA domain, ontology matching systems need to be able to explore
this semantic richness by producing semantic matching approaches that go be-
yond current strategies which are mostly WordNet based [3]. In recent years,
oneontology matching systems have had a growing interest in terms of reasoning
capabilities, and we propose that a combination of these strategies with pattern-
based complex matching approaches [6] may provide improved solutions to the
EA model integration challenge.
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Abstract. Recently our research group introduced the notion of Service Enabled Workflow (SEW) with the integration of Semantic Web Service (SWS) and Workflow. In this paper, we present a Service Oriented Architecture (SOA)-based integrated software tool suite called MOSEW that provides functionalities to design and develop ontology based Quality of Service (QoS) aware SEWs.

1 Introduction

Service Enabled Workflow (SEW) [1] is relatively a new concept in the area of Semantic Web-based research. SEW considers workflow as a collection of tasks with specific control flow where tasks are carried out as services. While it has a lot of potential, SEW still requires a great deal of maturity and support of tools to become an industry standard. The MOSEW tool suite provides functionalities to design and develop ontology based Quality of Service (QoS) aware SEWs.

2 QoS aware SWS Discovery, Selection and Execution

To manage the QoS specifications of the services effectively and utilize them to improve the service discovery approach, we designed a QoS conceptual model and integrated it into the OWL-S 1.2 framework. To read the OWL-S 1.2 service descriptions and execute the WSDL [2] service grounding, motivated by the efforts [2] and [4], we designed and developed the OWL API based OWL-S API that provides a Java API. The ontology based core matching algorithm, which extends algorithm [3] consists of two parts: basic functional (I/O) property-based matching and non-functional property (QoS)-based matching. We developed a ranking algorithm and placed it on top of the Service Discovery Engine that executes the semantic matchmaking algorithm. To access and execute the service, we used the grounding information of an OWL-S service.
3  MOSEW Architecture

We used this QoS-aware web service discovery, selection and execution approach in the Service Discovery and Execution engines of the MOSEW tool suite. The tool suite allows consumers to graphically define specifications of workflow tasks using ontology guided user interfaces and execute the workflows dynamically by a smart phone based software agent. Fig 1 shows the MOSEW architecture.

4  Conclusion and Future Work

In this paper, we present MOSEW, a SOA-based integrated software tool suite that is used to design and develop SEWs running on mobile devices. We achieved this functionality through SWS discovery, selection, execution and semi-automatic run time composition. This type of service composition is time consuming and less flexible. The automatic service composition method generates the process model automatically or locates the correct services if an abstract process model is presented. In future, we will extend the MOSEW tool suite to support automatic service composition.
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