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Abstract. When agents communicate they do not necessarily use
the same vocabulary or ontology. For them to interact successfully
they must find correspondences between the terms used in their on-
tologies. While many proposals for matching two agent ontologies
have been presented in the literature, the resulting alignment may not
be satisfactory to both agents and can become the object of further
negotiation between them.

This paper describes our work constructing a formal framework
for reaching agents’ consensus on the terminology they use to com-
municate. In order to accomplish this, we adapt argument-based ne-
gotiation used in multi-agent systems to deal specifically with ar-
guments that support or oppose candidate correspondences between
ontologies. Each agent can decide according to its interests whether
to accept or refuse the candidate correspondence. The proposed
framework considers arguments and propositions that are specific to
the matching task and related to the ontology semantics. This ar-
gumentation framework relies on a formal argument manipulation
schema and on an encoding of the agents preferences between par-
ticular kinds of arguments. The former does not vary between agents,
whereas the latter depends on the interests of each agent. There-
fore, this work distinguishes clearly between the alignment rationales
valid for all agents and those specific to a particular agent.

1 Introduction

When agents transfer information, they need a conceptualisation of
the domain of interest and a shared vocabulary to communicate facts
with respect to this domain. The conceptualisation can be expressed
in a so-calledontology. An ontology abstracts the essence of the do-
main of interest and helps to catalogue and distinguish various types
of objects in the domain, their properties and relationships (see, e.g.
[13]). An agent can use such a vocabulary to express its beliefs and
actions, and so communicate about them. Ontologies thus contribute
to semantic interoperability when agents are embedded in open, dy-
namic environments, such as the Web, and its proposed extension
the Semantic Web [7]. It has long been argued that in this type of
environment there cannot be a single universal shared ontology, that
is agreed upon by all the parties involved, as it would result in im-
posing a standard communication vocabulary. Interoperability there-
fore relies on the ability to reconcile different existing ontologies that
may be heterogeneous in format and partially overlapping [21]. This
reconciliation usually exists in the form of correspondences (or map-
ping) between agent ontologies and to use them in order to interpret
or translate messages exchanged by agents. The underlying problem
is usually termed anontology alignmentproblem [12].

There are many matching algorithms able to produce such align-
ments [16]. In general, alignments can be be generated by trustable
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alignment services that can be invoked in order to obtain an align-
ment between two or more ontologies, and use it for translating
messages [11]. Alternatively, they can be retrieved from libraries of
alignments. However, the alignments provided by such services may
not suit the needs of all agents. Indeed agents should be able to accept
or refuse a proposed correspondence according to their own interests.
In order to address this problem, we develop a formal framework for
reaching agents consensus on the terminology they need to use in or-
der to communicate. The framework allows agents to express their
preferred choices over candidate correspondence. This is achieved
adapting argument-based negotiation used in multi-agent systems to
deal specifically with arguments that support or oppose the proposed
correspondences between ontologies. The set of potential arguments
are clearly identified and grounded on the underlying ontology lan-
guages, and the kind of mapping that can be supported by any one
argument is clearly specified.

In order to compute preferred alignments for each agent, we use
a value-based argumentation framework [5] allowing each agent to
express its preferences between the categories of arguments that are
clearly identified in the context of ontology alignment.

Our approach is able to give a formal motivation for the selec-
tion of any correspondence, and enables consideration of an agents
interests and preferences that may influence the selection of a corre-
spondence.

Therefore, this work provides a concrete instantiation of the mean-
ing negotiation process that we would like agents to achieve. More-
over, in contrast to current ontology matching procedures, the choice
of an alignment is based on two clearly identified elements: (i) the
argumentation framework, which is common to all agents, and (ii)
the preference relations which are private to each agent.

The remainder of this paper is structured as follows. Section 2 de-
fines the problem of reaching agreement over ontology alignments
among agents. In section 3 we present in detail the argumentation
framework and how it can be used. Section 4 defines the notion
of agreeable alignments for two agents, and proposes a procedure
to find these agreeable alignments. Next, in section 5, an example
is provided to illustrate the idea. Section 6 points out some related
work. Finally, section 7 draws some concluding remarks and identi-
fies directions for further exploration.

2 Reaching agreement over ontology alignments

Before describing the framework, we first need to delimit the prob-
lem of reaching agreement over ontology alignments and state the
assumptions upon which we build the theoretical framework.

In this paper, we concentrate on agents situated in a system, that
need to displaysocial abilityand communicate in order to carry out
some task. Each agent has a name, a role and a knowledge base. In
some agent models, the basic knowledge base of an agent may be



consist of a set of beliefs, a set of desires and a set of intentions.
However, for the purpose of this paper, we do not need to distinguish
between beliefs, desire and intentions, and we will simply assume
that an agent has a knowledge base where it stores facts about the
domain it knows (which correspond to an ontology). Moreover, we
do not make explicit use of the agent role.

Ontology can be defined as a tuple [?]
〈C, HC , RC , HR, I, RI , AO〉, where the conceptsC are ar-
ranged in a subsumption hierarchyHC . RelationsRC is a set of
relation between single concepts. Relations (or properties) can also
be arranged in a hierarchyHR. InstancesI of a specific concept are
interconnected by property instancesRI . Axioms AO can be used
to infer knowledge from that already existing. We further assume
that ontologies are encoded in the same language, the standard
OWL3, removing us from the problem of integrating the ontology
languages.

In order for agents to communicate, they need to establish align-
ments between their ontologies. We assume that such an alignment
is generated by an alignment service agent and consists of a set of
correspondences. A correspondence (or a mapping) can be described
as a tuple:〈e, e′, R〉, wheree ande′ are the entities (concepts, re-
lations or individuals) between which a relation is asserted by the
correspondence; andR is the relation (e.g., equivalence, more gen-
eral, etc.), holding betweene ande′, asserted by the correspondence
[16]. For example a equivalence correspondence will stand between
the concept ’car’ in an ontologyO and the concept ’automobile’ in
an ontologyO′ . A correspondence delivered by such an algorithm
and not yet agreed by the agents will be called acandidate mapping.
Note that we assume that an alignment service agent is able to gen-
erate an alignment using an independently defined decision-making
process. We make no assumptions about how the agents achieve such
decisions, as this is an internal agent process separate from the argu-
mentation framework we present here.

Therefore, let two autonomous agents be committed to two on-
tologiesO andO′. The reaching agreementproblem is defined as
follows:

Definition ”Find an agreement on the correspondences between the
vocabularies they use, expressed as an ontology alignment.”.

Figure 1 illustrates the situation. Note that the definition consider
two agents that want to communicate, but it can easily be extended
to multi-agent systems. It is noteworthy that the process of reaching
agreement should be as automatic as possible and should not require
any feedback from human users. Indeed, essential to our approach, is
that ontological discrepancies are treated at the level of agents them-
selves, without the aid of an external observer. The framework ac-
counts for the detection and handling of ontological discrepancies by
the agents themselves, on the basis of their own subjective view on
the world. Agents should work towards agreement on the basis of
their interest and preference states. We believe that this approach is
both theoretically and practically important for agent systems.

In the next section, we show how this can be achieved using argu-
mentation. Note that the framework requires that agents are able to
justify why they have selected a particular mapping when challenged,
since they will exchange arguments supplying the reasons for such a
choice.

3 http://www.w3.org/OWL/

Figure 1. Reaching agreement over ontology alignments

3 Argumentation Framework

In order for the agents to consider potential mappings and the reasons
for and against accepting them we use an argumentation framework.
Our framework is based on the Value-based Argument Frameworks
(VAFs) [5], a development of the classical argument systems of Dung
[9]. We start with the presentation of Dung’s framework, upon which
the Value-based Argument Frameworks (VAFs) rely.

3.1 Classical argumentation framework

Definition An Argumentation Framework (AF ) is a pairAF =
〈AR, A〉, whereAR is a set of arguments andA ⊂ AR × AR is
theattackrelationship forAF . A comprises a set of ordered pairs of
distinct arguments inAR. A pair 〈x, y〉 is referred to as ”x attacks
y”. We also say that a set of argumentsS attacks an argumenty if y
is attacked by an argument inS.

An argumentation framework can be simply represented as a directed
graph whose vertices are the arguments and edges correspond to the
elements ofR. In Dung’s work arguments are atomic and cannot be
analysed further. In this paper, however, we are concerned only with
arguments advocating mappings. We can therefore define arguments
as follows:

Definition An argumentx ∈ AF is a triplex = 〈G, m, σ〉 where:

• m is a correspondence〈e, e′, R〉
• G is the grounds justifying a prima facie belief that the mapping

does, or does not hold;
• σ is one of{+,−} depending on whether the argument is thatm

does or does not hold.

When the set of such arguments and counter arguments have been
produced, it is necessary to consider which of them should be ac-
cepted. Given an argument framework we can use definitions from
[9] to define acceptability of an argument.

Definition Let 〈AR, A〉 be an argumentation framework. ForR and
S, subsets ofAR, we say that:

• An arguments ∈ S is attacked byR if there is somer ∈ R such
that〈r, s〉 ∈ A.

• An argumentx ∈ AR is acceptablewith respect toS if for every
y ∈ AR that attacksx there is somez ∈ S that attacksy.

2



• S is conflict freeif no argument inS is attacked by any other
argument inS.

• A conflict free setS is admissibleif every argument inS is ac-
ceptable with respect toS.

• S is a preferred extensionif it is a maximal (with respect to set
inclusion) admissible subset ofAR.

An argumentx is credulously acceptedif there issomepreferred
extension containing it;x is sceptically acceptedif it is a member of
everypreferred extension.

The key notion here is thepreferred extensionwhich represents a
consistent position withinAF , which is defensible against all attacks
and which cannot be further extended without becoming inconsistent
or open to attack.

In Dung’s framework, attacks always succeed. This is reasonable
when dealing with deductive arguments, but in many domains, in-
cluding the one under consideration, arguments lack this coercive
force: they provide reasons which may be more or less persuasive.
Moreover, their persuasiveness may vary according to their audience.
To handle such defeasible reason giving arguments we need to be
able to distinguish attacks from successful attacks, those which do
defeat the attacked argument. One approach, taken in [1], is to rank
arguments individually: an alternative, which we follow here, is to
use a Value Based Argumentation framework (V AF ) [5] which de-
scribes different strengths to arguments on the basis of the values
they promote, and the ranking given to these values by the audience
for the argument. This allows us to systematically relate strengths of
arguments to their motivations, and to accommodate different audi-
ences with different interests and preferences.V AFs are described
in the next sub-section.

3.2 Value-based argumentation framework

We use theValue-Based Argumentation Frameworks(VAF) of
Bench-Capon [5], to determine which mappings are acceptable, with
respect to the differentaudiencesrepresented by the different agents:

Definition A Value-Based Argumentation Framework(V AF ) is de-
fined as〈AR, A,V, η〉, where(AR, A) is an argumentation frame-
work, V is a set ofk valueswhich represent the types of arguments
andη: AR → V is a mapping that associates a valueη(x) ∈ V with
each argumentx ∈ AR

Definition An audiencefor aV AF is a binary relationR ⊂ V ×V
whose (irreflexive) transitive closure,R∗, is asymmetric, i.e. at most
one of(v, v′), (v′, v) are members ofR∗ for any distinctv, v′ ∈ V.
We say thatvi is preferred tovj in the audienceR, denotedvi �R
vj , if (vi, vj) ∈ R∗.

Let R be an audience,α is a specific audience(compatible with
R) if α is a total orderingof V and∀ v, v′ ∈ V (v, v′) ∈ α ⇒
(v′, v) 6∈ R∗

In this way, we take into account that different audiences (different
agents) can have different perspectives on the same candidate map-
ping. [5] defines acceptability of an argument in the following way.
Note that all these notions are now relative to some audience.

Definition Let 〈AR, A,V, η〉 be a VAF andR an audience.

a. For argumentsx, y in AR, x is a successful attackon y (or x
defeatsy) with respect to the audienceR if: (x, y) ∈ A and it is
not the case thatη(y) �R η(x).

b. An argumentx is acceptable to the subsetS with respect to an
audienceR if: for every y ∈ AR thatsuccessfully attacksx with
respect toR, there is somez ∈ S that successfully attacksy with
respect toR.

c. A subsetS of AR is conflict-free with respect to the audienceR
if: for each(x, y) ∈ S × S, either(x, y) 6∈ A or η(y) �R η(x).

d. A subsetS of AR is admissiblewith respect to the audienceR if:
S is conflict free with respect toR and everyx ∈ S is acceptable
to S with respect toR.

e. A subsetS is a preferred extensionfor the audienceR if it is a
maximal admissible set with respect toR.

f. A subsetS is astable extensionfor the audienceR if S is admis-
sible with respect toR and for ally 6∈ S there is somex ∈ S
which successfully attacksy with respect toR.

In order to determine whether the dispute is resoluble, and if it is,
to determine the preferred extension with respect to a value ordering
promoted by distinct audiences, [5] introduce the notion of objective
and subjective acceptance as follows.

Definition Subjective Acceptance.Given anV AF , 〈AR, A,V, η〉,
an argumentx ∈ AR is subjectively acceptable if and only if,x
appears in the preferred extension for some specific audiences but
not all.

Definition Objective Acceptance.Given anV AF , 〈AR, A,V, η〉,
an argumentx ∈ AR is objectively acceptable if and only if,x ap-
pears in the preferred extension foreveryspecific audience.

An argument which is neither objectively nor subjectively accept-
able is said to beindefensible. These definitions are particularly of
interest in the case of the universal audience: subjective acceptability
indicating that there isat least onespecific audience (total ordering
of values) under whichx is accepted; objective acceptability thatx
must be accepted irrespective of the value ordering described by a
specific audience; and, in contrast,x being indefensible indicating
that no specific audience can ever acceptx.

4 Arguing about correspondences

Our goal is to take advantage of value based argumentation so that
agents can find the most mutually acceptable alignment. Section 4.1
defines the various categories of arguments that can support or attack
mappings . Section 4.2 defines the notion of agreed and agreeable
alignments for agents. Finally, in section 4.3 we demonstrate how
the argumentation frameworks are constructed, in order to find such
agreed and agreeable alignments.

4.1 Categories of arguments for correspondences

As we mentioned in Section 1, potential arguments are clearly iden-
tified and grounded on the underlying ontology languages, and the
language of choice is thede-factostandard, OWL. Therefore, the
grounds justifying correspondences can be extracted from the knowl-
edge in ontologies. This knowledge includes both the extensional
and intensional OWL ontology definitions. Our classification of the
grounds justifying correspondences is the following:

semantic (M): the sets of models of some expressions do or do not
compare;

internal structural (IS): the two entities share more or less internal
structure (e.g., the value range or cardinality of their attributes);
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external structural (ES): the set of relations of two entities with
other entities do or do not compare;

terminological (T): the names of entities share more or less lexical
features;

extensional (E): the known extension of entities do or do not com-
pare.

These categories correspond to the type of categorizations under-
lying matching algorithms [21].

In our framework, we will use the types of arguments men-
tioned above as types for the value-based argumentation; hence
V = {M, IS, ES, T, E}. Therefore, for example, an audience may
specify that terminological arguments are preferred to semantic ar-
guments, or vice versa. Note that this may vary according to the
nature of the ontologies being aligned. Semantic arguments will be
given more weight in a fully axiomatised ontology rather than in a
lightweight ontology where there is very little reliable semantic in-
formation on which to base such arguments.

The reader may find it interesting to refer to the table 2, which
summarises a number of reasons capable of justifying candidate
OWL ontological alignments. Therefore, the table represents an (ex-
tensible) set of argument schemes, instantiations of which will com-
priseAR. Attacks between these arguments will arise when we have
arguments for the same mapping but with different signs, thus yield-
ing attacks that can be considered symmetric. Moreover the rela-
tions in the mappings can also give rise to attacks: if relations are
not deemed exclusive, an argument against inclusion is a fortiori an
argument against equivalence (which is more general).

Example Consider a candidate mappingm = 〈c, c′, ,≡〉 between
two OWL ontologiesO1 andO2, with conceptsc andc′ respectively.
A list of arguments for or against accepting the mappingm, may be:

• The labels of the conceptc andc′ are synonymous.
〈label(c) ≈ label(c′), m, +〉 (Terminological)

• Some of their instances are similar.
〈E(c) ∩ E(c′) 6= ∅, m, +〉 (Extensional)

• Some of their properties are similar.
〈properties(c)∩properties(c′) 6= ∅, m, +〉 (Internal Structural)

• Some of the super-classes ofc andc′ are dissimilar
〈S(c) ∩ S(c′) = ∅, m,−〉. (External Structural)

Similar arguments can be made for and against cases in which we
consider properties or instances.

Therefore, inV AF arguments against or in favour of a candidate
mapping, are seen as grounded on their type. In this way, we are able
to motivate the choice between preferred extensions by reference to
the type ordering of the audience concerned.

4.2 Agreed and agreeable alignments

Although inV AFs there is always a unique non-empty preferred ex-
tension with respect to a specific audience, provided theAF does not
contain any cycles in a single argument type, an agent may have mul-
tiple preferred extensions either because no preference between two
values in a cycle has been expressed, or because a cycle in a single
value exists. The first may be eliminated by committing to a more
specific audience, but the second cannot be eliminated in this way.
In our domain, where many attacks are symmetric, two cycles will
be frequent and in general an audience may have multiple preferred
extensions.

Thus given a set of arguments justifying mappings organised into
an argumentation framework, an agent will be able to determine
which mappings are acceptable by computing the preferred exten-
sions with respect to its preferences. If there are multiple preferred
extensions, the agent must commit to the arguments present in all
preferred extensions, but has some freedom of choice with respect to
those in some but not all of them. This will partition arguments into
three sets:desired arguments, present in all preferred extensions,op-
tional arguments, present in some but not all, andrejected arguments,
present in none. If we have two agents belonging to different audi-
ences, these sets may differ. [8] describes a means by which agents
may negotiate a joint preferred extension on the basis of their parti-
tioned arguments so to maximise the number of desired arguments
included while identifying which optional arguments need to be in-
cluded to support them.

Based on these above considerations, we thus define anagreed
alignmentas the set of correspondences supported4 by those argu-
ments which are in every preferred extension of every agent, and
an agreeable alignmentextends the agreed alignment with the cor-
respondences supported by arguments which are in some preferred
extension of every agent. The next section shows how the argumen-
tation frameworks are constructed.

4.3 Constructing argumentation frameworks

Given a single agent, we could construct an argumentation frame-
work by considering the repertoire of argument schemes available to
the agent, and constructing a set of arguments by instantiating these
schemes with respect to the interests of the agent. Having established
the set of arguments, we then determine the attacks between them by
considering their mappings and signs, and the other factors discussed
above.

If we have multiple agents, we can simply merge their individual
frameworks by forming the union of their individual argument sets
and individual attack relations, and then extend the attack relation
by computing attacks between the arguments present in the frame-
work of one, but not both, agents. We employ the algorithm in [4]
for computing the preferred extensions of a value-based argumenta-
tion framework given a value ordering. The global view is considered
by taking the union of these preferred extensions for each audience.
Then, we consider which arguments are in every preferred extension
of every audience. The mappings that have only arguments for will
be included in the agreed alignments, and the mappings that have
only arguments against will be rejected. For those mappings where
we cannot establish their acceptability, we extend our search space
to consider those arguments which are in some preferred extension
of every audience. The mappings supported by those arguments are
part of the set of agreeable alignments. Algorithm 1 shows how to to
find such agreed and agreeable alignments.

The dialogue between agents can thus consist simply of the ex-
change of individual argumentation frameworks, from which they
can individually compute acceptable mappings. If necessary and de-
sirable, these can then be reconciled into a mutually acceptable po-
sition through a process of negotiation, as suggested in [8] which
defines a dialogue process for evaluating the status of arguments in a
V AF , and shows how this process can be used to identify mutually
acceptable arguments. In the course of constructing a position, an or-
dering of values best able to satisfy the joint interests of the agents
concerned is determined.

4 Note that a correspondencem is supportedby an argumentx if x is
〈G, m, +〉
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Algorithm 1 Find agreed and agreeable alignments

Require: a set ofV AFs 〈AR, A,V, η〉, a set of audiencesRi, a set
of candidate mappingsM

Ensure: Agreed alignmentsAG and agreeable alignmentsAGext

1: AG:=∅
2: AGext:=∅
3: for all audienceRi do
4: for all V AF do
5: compute the preferred extensions forRi,

Pj(〈AR, A,V, η〉,Ri), j ≥ 1
6: end for
7: Pk(Ri):=

⋃
j Pj(〈AR, A,V, η〉,Ri), k ≥ 1

8: end for
9: AGArg:=x ∈

⋂
k,i Pk(Ri), ∀k ≥ 1, ∀i ≥ 0

10: for all x ∈ AGArg do
11: if x is 〈G, m, +〉 then
12: AG := AG ∪ {m}
13: else
14: reject mappingm
15: end if
16: end for
17: if ∃m ∈ M such thatm is neither inAG and rejectedthen
18: AGArgext:=x ∈

⋂
i Pk(Ri), ∀i ≥ 0,k ≥ 1

19: for all x ∈ AGArgext do
20: if x is 〈G, m, +〉 then
21: AGext := AGext ∪ {m}
22: end if
23: end for
24: end if

The above technique considers sets of mappings and complete ar-
gumentation frameworks. If instead the problem is to determine the
acceptability of a single mapping it may be more efficient to proceed
by means of a dialectical exchange, in which a mapping is proposed,
challenged and defended. Argument protocols have been proposed
in e.g. [14]. Particular dialogue games have been proposed based on
Dung’s Argumentation Frameworks (e.g. [10]), and on VAFs [6].

5 A walk through example

Having described the framework, we will go through an practical
example.

Let us assume that some agents need to interact with each others
using two independent but overlapping ontologies. One ontology is
the bibliographic ontology5 from the University of Canada, based
on the bibTeX record. The other is the General University Ontology6

from the French company Mondeca7. For space reasons, we will only
consider a subset of these ontologies, shown in figure 2 and figure 3,
where the first and second ontologies are represented byO1 andO2

respectively.
We will reason about the following candidate mappings:

m1=〈O1: Press, O2: Periodical, , =〉,
m2=〈O1: publication, O2: Publication, , =〉,
m3=〈O1: hasPublisher, O2: publishedBy, , =〉,

The following mappings are taken to be already accepted:

5 http://www.cs.toronto.edu/semanticweb/maponto/ontologies/BibTex.owl
6 http://www.mondeca.com/owl/moses/univ.owl
7 Note that ontologyO2 has been slightly modified for the purposes of this

example.

Figure 2. OntologyO1

Figure 3. OntologyO2

m4=〈O1: Magazine, O2: Magazine, , =〉,
m5=〈O1: Newspaper, O2: Newspaper, , =〉
m6=〈O1: Organization, O2: Organization, , =〉,

We begin by identifying a set of arguments and the attacks
between them. This is achieved by instantiating the argumentation
schemes, discussed previously, with respect to the interests of the
agent. Table 1 shows each argument, labeled with an identifier, its
type, and the attacks that can be made on it by opposing agents.
Based upon these arguments and the attacks, we can construct the
argumentation frameworks which bring the arguments together so
that they can be evaluated. These are shown in Figure 4, where
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Table 1. Arguments for and against the correspondencesm1, m2 andm3

SupC = super-classes, SubC = sub-classes, Pr = properties, Lb = label, Rg =
Range, Sb = sibling-classes

Id Argument A V
A 〈SupC(Press) ∩ SupC(Periodical) = ∅, m1,−〉 B ES
B 〈SubC(Press) ∩ SubC(Periodical) =6 ∅, m1, +〉 A,C ES
C 〈Lb(Press) 6≈ Lb(Periodical), m1,−〉 B T
D 〈Lb(publication) ≈ Lb(Publication = ∅), m2, +〉 E T
E 〈SupC(publication) ∩ SupC(Publication), m2,−〉 D,F ES
F 〈Pr(publication) ∩ (Publication) 6= ∅, m2, +〉 E IS
G 〈Rg(hasPublisher) 6≈ Rg(publishedBy), m3,−〉 F,H IS
H 〈Lb(hasPublisher) ≈ Lb(publishedBy), m3, +〉 G T
I 〈SupC(Publisher) ∩ (Organization 6= ∅), m4, +〉 G ES

nodes represent arguments, with the respective type value, and
arcs represent the attacks. Now we can look in more detail at each
argumentation framework.

In the argumentation framework (a), we have two arguments
againstm1, and one for it.A is against the correspondencem1,
since none of the super-concepts of theO1: Press are similar to any
super-concept ofO2: Periodical. B argues form1 because two sub-
concepts ofO1: Press, O1: Magazine andO1: Newspaper, are
similar to two sub-concepts ofO2: Periodical, O1: Magazine and
O1: Newspaper, as established bym4 andm5. C pleads against
m1, becausePress andPeriodical do not have any lexical similar-
ity.
In the second argumentation framework (b) we relate the follow-

Figure 4. Value-Based Argumentation Frameworks

ing arguments:D justifies the mappingm2, since the labels of
O1: publication and O2: Publication are lexically similar. Their
super-concepts, however, are not similar (E). ArgumentF is based
on the fact thatO1: publication and O2: Publication have sim-
ilar properties,O1: hasPublisher and O1: publishedBy, as de-
fined in m3. F is then attacked byG, which states that the range
of these properties,O1: Publisher and O2: Organization, are
not similar. This is in turn counter-attacked by the argumentsH
and I. The argumentH states the mappingm3 is correct, since
O1: hasPublisher andO1: publishedBy are lexically similar. The
argumentI attacks the justification onG stating that the ranges of
these properties are similar, since a super-concept ofO1: Publisher,
O1: Organization, is already mapped toO2: Organization.
The above analysis gives different, but sometimes overlapping rea-
sons to argue for and against several candidate mappings. Assume
now that there are two possible audiences,R1, which prefers ter-
minology to external structure, (T �R1 ES), and R2, which

prefers external structure to terminology (ES �R2 T ). For R1,
we get two preferred extensions for the union of the argumenta-
tion frameworks{A, C, D, F, I, H}, and{A, C, D, E, I, H}, since
E and F form a two cycle between types about which no pref-
erence has been expressed. ForR2, however, the preferred ex-
tensions are{A, C, D, F, I, H}, {B, D, F, I, H}, {A, C, E, I, H}
and{B, E, I, H}, as there is a two cycle inES which is no longer
broken byC and no preference has been expressed betweenES and
IS. Therefore, the arguments that are accepted by both audiences
are only{I, H}. ArgumentsA, C, D, E, andF are, however, all
potentially acceptable, since both audiences can choose to accept
them, as they appear in some preferred extension for each audience.
This means that the mappingm1 will be rejected (since B is unac-
ceptable toR1), while the mappingm2 will be accepted (it is ac-
cepted byR1 and acceptable toR2). m3 will be accepted because
H is agreed acceptable for these audiences. Theagreeable align-
ment is thenm2 andm3. Interestingly, in this scenario, should an
agent wish to reject the mappingsm2 andm3, it can achieve this by
considering a new audienceR3, in which internal structure is valued
more then external structure, which is valued more than terminology
(IS �R3 ES �R3 T ). In this case, the preferred extension from
framework (b) is{E, G, I}, since the new preference allowsG to
defeatH and resistI. G will also defeatF leavingE available to
defeatD. This clearly shows how the acceptability of an argument
crucially depends on the audience to which it is addressed.

6 Related work

There are few approaches in the literature which have tackled the
problem of agents negotiating about ontology alignments. An ontol-
ogy mapping negotiation [18] has been proposed to establish a con-
sensus between different agents which use the MAFRA alignment
framework [19]. The approach is based on the utility and meta-utility
functions used by the agents to establish if a mapping is accepted, re-
jected or negotiated. However, the approach is highly dependent on
the use of the MAFRA framework and cannot be flexibly applied in
other environments. [20] present an approach for agreeing on a com-
mon grounding ontology, in a decentralised way. Rather than being
the goal of any one agent, the ontology mapping is a common goal
for every agent in the system. [3] present an ontology negotiation
protocol which enables agents to exchange parts of their ontology,
by a process of successive interpretations, clarifications, and expla-
nations. However, the end result of this process is that each agent will
have the same ontology made of some sort of union of all the terms
and their relations. In our context, agents keep their own ontologies,
that they have been designed to reason with, while keeping track of
the mappings with other agent’s ontologies.

Unlike other approaches cited above, our work takes into consider-
ation agents interests and preferences that may influence the selection
of a given correspondence.

Contrastingly, significant research exists in the area of
argumentation-based negotiation [17][15] in multi-agent sys-
tems. However, it has fundamentally remained at the level of a
theoretical approach, and the few existing applications are con-
cerned with legal cases and recently, in political decision-making
[2].

7 Summary and Outlook

In this paper we have outlined a framework that provides a novel
way for agents, who use different ontologies, to come to agree-
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ment on an alignment. This is achieved using an argumentation pro-
cess in which candidate correspondences are accepted or rejected,
based on the ontological knowledge and the agent’s preferences. Ar-
gumentation is based on the exchange of arguments, against or in
favour of a correspondence, that interact with each other using anat-
tack relation. Each argument instantiates an argumentation schema,
and utilises domain knowledge, extracted from extensional and in-
tensional ontology definitions. When the full set of arguments and
counter-arguments has been produced, the agents consider which of
them should be accepted. As we have seen, the acceptability of an
argument depends on the ranking - represented by a particular pref-
erence ordering on the type of arguments. Our approach is able to
give a formal motivation for the selection of any correspondence,
and enables consideration of an agent’s interests and preferences that
may influence the selection of a correspondence. In future work we
intend to investigate use of a negotiation process to enable agents to
reach an agreement on a mapping when they differ in their ordering
of argument types.
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Table 2. Argument scheme for OWL ontological alignments

Mapping σ Grounds Comment
〈e, e′,v〉 + S(e) ⊆ S(e′) (some or all) neighbours (e.g., super-entities, sibling-entities, etc.)

of e are similar in those ofe′

〈e, e′,v〉 - S(e′) ⊆ S(e) no neighbours ofe are similar in those ofe′

〈e, e′,v〉 - S(e′) ⊆ S(e) (some or all)neighbours ofe′ are similar in those ofe
〈e, e′,≡〉 + S(e) ∩ S(e′) 6= ∅ Entities have similar neighbours

(e.g., super-entities, sibling-entities, etc.)
〈e, e′,≡〉 - S(e) ∩ S(e′) = ∅ Entities does not have similar

neighbours
〈c, c′,v〉 + properties(c) ⊆ properties(c′) (some or all) properties of c are similar in those ofc′

〈c, c′,v〉 - properties(c′) 6⊆ properties(c) no properties of c are similar in those ofc′

〈c, c′,v〉 - properties(c′) ⊆ properties(c) (some or all) properties of c’ are included in those ofc
〈c, c′,≡〉 + properties(c) ∩ properties(c′) 6= ∅ the concepts c and c’ have common properties
〈c, c′,≡〉 - properties(c) ∩ properties(c′) = ∅ no properties in c and c’ are similar
〈p, p′,≡〉 + I(p) ≈ I(p′) Properties have similar structure (e.g., range, domain or cardinality)
〈p, p′,v〉
〈p, p′,≡〉 - I(p) 6≈ I(p′) Properties do not have similar structure
〈p, p′,v〉
〈i, i′,≡〉 + properties(i, i′′) ≈ properties(i′, i′′) Each individual i and i’ referees to a third instance i”

via similar properties
〈i, i′,v〉
〈p, p′,≡〉 - properties(i, i′′) 6≈ properties(i′, i′′) The properties that link each individual i and i’ to a

third instance i” are dissimilar
〈p, p′,v〉
〈e, e′,v〉 + E(e) ⊆ E(e′) (some or all) instances of e are similar in those ofe′

〈e, e′,v〉 - E(e) 6⊆ E(e′) no instances of e are similar in those ofe′

〈e, e′,v〉 - E(e′) ⊆ E(e) (some or all) instances of e’ are similar in those ofe

〈e, e′,≡〉 + E(e) ∩ E(e′) 6= ∅ e instances are similar in those ofe′

and/or vice versa.
〈e, e′,≡〉 - E(e) ∩ E(e′) = ∅ Entities e and e’ does not have common instances
〈e, e′,≡〉 + label(e) ≈ label(e′) Entities’s labels are similar (e.g., synonyms and lexical variants)
〈e, e′,v〉
〈e, e′,≡〉 - label(e) 6≈ label(e′) Entities’ labels are dissimilar (e.g., homonyms)
〈e, e′,v〉
〈e, e′,≡〉 + URI(e) ≈ URI(e′) Entities’ URIs are similar
〈e, e′,v〉
〈e, e′,≡〉 - URI(e) 6≈ URI(e′) Entities’ URIs are dissimilar
〈e, e′,v〉
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