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Abstract. Exchanging knowledge via the web
might lead to the use of different representation
languages because different applications could take
advantage of this knowledge. In order to function
properly, the interoperability of these languages
must be established on a semantic ground (i.e.,
based on the models of the representations). Sev-
eral solutions can be used for ensuring this interop-
erability.

We present a new approach based on a set of
knowledge representation languages partially or-
dered with regard to the transformability from one
language to another by preserving a particular prop-
erty. The advantages of the family of languages ap-

is on the mismatch between knowledge representation lan-
guages, leaving aside other important problems (e.g., axiom-
atization mismatches).

Consider a company developing applications involv-
ing printer maintenance that is neither a printer spe-
cialist nor a technical support specialist, it might have
great interest in taking advantage of readily available
and acknowledged ontologies. There is not a printer sup-
port ontology available so the company will have to
merge different knowledge sources. Fortunately, the li-
brary of DAML (DARPA Agent Markup Language) con-
tains an ontology describing a technical support applica-
tion (http://www.daml.org/ontologies/69) and a printer ontol-

proach are the opportunity to choose the language
in which a representation will be imported and the
possibility to compose the transformations available
between the members of the family. For the same
set of languages, there can be several structures de-
pending on the property used for structuring the
family. We focus here on semantic properties of dif-
ferent strength that allow us to perform practicable
but well founded transformations.

ogy can be found at http://www.ontoknowledge.org/oil/case-
studies/. However, the first ontology is encoded in DAML-
ONT [?] and the second one in the OIL langua@e [

The company wants to merge both representations for its
own business but it also wants to check the consistency of the
result. It thus requires an integration process through trans-
formations that preserve the consequences and a path from
that representation to a consistency checker that preserves
consistency (so that, if the target representation is found in-
consistent, then the source representation was too).

We discuss an approach that helps achieving semantic in-
teroperability through a structured set of knowledge repre-
The World Wide Web is the largest information system evegentation languages for which the properties of transforma-
Its size and heterogeneity makes ontology-based search diahs from one language to another are known. The transfor-
integration even more important than in other informatiormation of representations from one language to another (e.qg.,
systems. The “semantic web?][is supported by the anno- the initial languages in which the ontologies were formulated
tation of web pages, containing informal knowledge as wtp the language used by the consistency checker) can take ad-
know it now, with formal knowledge. These documents camantage of these characterized transformations in the family,
reference each other and depend on ontologies and baokinimizing the effort.
ground knowledge. Taking advantage of the semantic web This paper first contrasts the family of languages approach
requires to be able to gather, compare, transform and comith other known approache§2). It then puts forth several
pose these annotations. For several reasons (legacy knostructures for a family of languages based on different prop-
edge, ease of use, heterogeneity of devices and adaptabiléigties £3). We show that all these properties concur to se-
timelessness), it is unlikely that this formal knowledge willmantic interoperability. Then, we show what concrete imple-
be encoded in the very same language. The interoperabilityentation of this approach can be realize) (
of formal knowledge languages must then be studied in or-

der to interpret the knowledge acquired through the semay- Approaches to language interoperability
tic web. The problem of comparing languages is well known

from the field of formal logic, but it takes a greater impor-w first give a few definitions of the kind of languages that
tance in the context of the semantic web. will be considered in this paper. Then, several approaches for

We refer to the problem of comparing and interpreting thgnporting from one language to another are presented.
annotations at the semantic level, i.e., to ascribe to each im-

ported piece of knowledge the correct interpretation, or set (}f
models, asemantic interoperabilitylt will be further char-
acterized below. There are several reasons to non interdger the simple purpose of the present paper, a langiiage
erability and several approaches to semantic interoperabilityill be a set of expressions. A representatiohié a set of
[?,?,?] using different techniques. In this paper, the emphasixpressions ir..

1 Motivation

1 Languages
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However, a language can be generated from a set of aton?@ The Pivot Approach

terms and a set of constructors. A knowledge representatiolns

language mainly consists of operators that can be used {border to reduce the number of transformations necessary

form complex terms (or formulas or classes) from S|mpléo Integrate a certain number of languages, a special transfo_r
ones mation architecture can be used. One of the most common is
For the sake of concreteness, this paper will take advath-e use of a single pivot languageall other Ianguages_ are
. : X - ._translated to. In order to be able to preserve semantics, this
tage of the results obtained in the field of description logics.
! ; . vot language has to cover all other languages. More for-

to illustrate the family of languages approach. This does n . . : .
. o -~ _mally, the pivot approach is characterized by the following
mean that the approach only applies to description logics, it o
. ) , assumption:

can be applied as well to first-order logie] jor conceptual

graphs P]. In the following we give an abstract definition of
such a language: ) AP,VL, (L < P)

Example 1 (Abstract description languad8)[ An abstract ~ Probably the most prominent example of a pivot archi-

description languagé is the set ofL-expressions, over a tecture is Ontolingua?. In this approach the Ontolingua

setT of atomic terms (name of atomic classes) and afset language serves as a pivot language. However, translations

of operators, wheré-expressions are recursively defined agire also performed from Ontolingua into less expressive lan-

follows: guages leading to a loss of information the approach has of-
ten been criticized for.

everyt € T'is a L-expression
if 0 is a L-expression, thent is also aL-expression
it 51 andd, are L-expressions, thefy A 6, andd; V d;

2.4 The Layered Approach

are L-expressions A third approach to deal with semantic interoperability is the
—if f € Fy in ann-ary operator and, - -- , 8, are L- Use of a layered architecture containing languages with in-
expressions thefi(dy, - - - ,d,,) is a L-expression creasing expressiveness. This approach has been proposed in

order to avoid the problems arising from the need of using
Note that the seT’ of atomic terms is independent of a spe-a very expressive language and to ensure tractable reason-
cific language. ing with the integrated languages. In such a layered architec-
ture, representations can be translated into languages higher
The concepts in an ontology can be intentionally described the hierarchy without semantic mismatch. Formally speak-
by L-expressions. Knowledge representation formalisms aieg, the languages form a total order induced by the coverage
subject to a well-known trade-off between expressiveness t#lation.
representation and complexity of reasonif?y [This trade-
off leads to a situation that different formalisms are suited for
different application scenarios. This also holds for ontolog§3) Vi, j, (i < j = Li < L)

language: there is not one language that fits all situations. A recent example of a layered architecture is the ontology
Several approaches have been proposed for ensuring gy age OIL 7] that has been built onto existing web stan-
mantic interoperability. We present them under the standp, 4q The idea is to use the W3C Standard RDF Schema
point of the transformationr( : 2" — 2%) frcam ON€ " 3s the language on the lowest layer and build additional lan-
knowledge representation languagg (o another ). guage features on top of it. Doing this, it is possible to trans-
late RDF schema definitions into languages of the higher lev-

2.2 The Mapping Approach els in order to enrich it.

The most direct and often used approach maps certain tyg@s The Family of Languages Approach
of expressions in the source language and create correspo
ing expressions in the target language. The formal nature
these mappings vary from purely syntactic matches to “th
ory interpretations” P] with well defined properties. There-
fore we characterize the mapping approach solely by the
istence of a function that maps expressions from one la
guage to another.

Eﬁe family of languages approach, presented in this paper,
onsiders a set of languages structured by a partial order (

his is more general than a total order, difficult to choose a
Jhriori, and more convenient for the users who can find lan-
ﬁ_uages closer to their needs (or, for an intermediate language,
anguages closer to their own languages).

For every two languages in the family a third language
should exist that covers both of them.
(1) Ir, (V6 C L,7(6) C L)

] o 4 VL, L', 3L" (L=< L"ANL < L")

This approach has the drawback of requiring transforma-
tions from any language to any other. It is thus not very This equation is different from equatid?? becausel”
reusable and requires to check individually the properties dependent o, and L'. In fact, the family of languages
of the transformations. The existence of a transformation approach is a generalization of the pivot and the layered ap-
from L to L’ is denoted by by < L’. A current example of proach that further increases the flexibility of the transforma-
the mapping approach is describedth [ tion process.
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ConsequenceThe family of languages property generalizes Again, this can be illustrated in the description logics
the pivot and the layered approach to language integratiorframework.
i.e.,(2) = (4)and(3) = (4). o
) . Example 2 (Abstract Description Mode?P]j. An Abstract
The advantage of this approach are the ability to chooggscription model is of the form:

an entry (resp. exit) point into the family that is close to the

input (resp. output) Ian.guage. This enables .the. use of exist- = (W, FS = (f?)ieﬁ

ing results on the family of languages for finding the best

path from one language to another (at least by not choosimghere 1 is a nonempty set angl® are functions mapping
a very general pivot language). This path can be found witevery sequencéXy, - -- , X,,,) of subsets o#l” to a subset
the help of the coverage relation, i.e. by finding some leasf V.

upper language.

The approach generalizes the pivot approach insofar as theVe can define the interpretation mapping in two steps.
pivot approach fulfills the family of languages property, beFirst we assume an assignmeftmapping every € T to
cause the pivot languag@can always be used as integration® Subset ofV’, then we define the interpretation mapping re-
language. It also generalizes the layered approach, becausgyfsively as follows:
the layered framework the language that is higher in the hier-
archy can be used as the integration language in the sens & o ) .
the family of languages property. However, the family of Ian-< > an abstract descr|pt|on_ model. @lg/SlgnmenlA' IS
guages approach is more flexible, because it does not reqtﬁ\rgnapplng from the set of atomic tgﬂﬁto 27 TheAaSS|gn-

a fixed pivot language nor a fixed layering of language. Oment O_f a;:‘?jbset oW 1o a ‘?”“? IS denot_ed byt N The
the contrary, any language that fulfills certain formal criteri&XtenS'om * of a L-expression is now defined by:
can pe l_Jsed as integration I.anguage. We discuss these formgl ;3,4 ._ 1A tor everyt € T
criteria in the following section. 2. (0)3A = W — §3A
(81 A 83)3A = 534 N oA
(61 V 82) A = 574 U6
A S sSA L s3A
A family of languages is a sef of languages. The goal f(?}; +9n) = JROrT 007 for every
of the family is to provide an organization that allows to
transform one representation from one language of the fam-The semantics definition given above is the basis for de-
ily to another. We thus use the notion of a transformatiogiding whether an expressiahis satisfiable and whether

7 : 2L — 2" from one representation into another as then expression; follows from another expressiafy. More
basis of the structure of the family. It will then be easier to usgpecifically, thel.-expression is satisfiable i5S* £ (), an

this structure in transformations. The structure of a familly of -expressior, is implied by, if 61%"*‘ C 6?““_ The defi-
language is given by ordering this set with regard to availablgition is general enough to capture description logics as well
transformations satisfying some constraints (with the coveis modal and first-order predicate logic.

ing order=). This section will provide tools for defining the structure

In order to provide a meaningful definition of this order-of a family of languages. It will focus on a semantic struc-
ing, we investigate orders based on the semantics of the Iaare that is prone to provide semantic interoperability. The
guages as provided by model theory. In this framework, agtructure is given by the coverage relatiengbove) that can
interpretation/ is a predicate over the set of assertions ope established between two languages when there exists a
a language. Naturally, this interpretation can be defined kyansformation from one to the other. In this section, the cov-
structural rules such as those used for defining first-ordefage relation will be characterized in function of a property
logic interpretations or description logics. that it satisfies. The ultimate goal of these properties are to

A model of a representation C L, is an interpretatiod  ensure the possible preservation of the consequences while
satisfying all the assertions in The set of all models of a transforming from a language to another.
representatiom of L is denoted byM (r). An expression
0 is said to be a consequence of a set of expressiibrit ) )
is satisfied by all models af (this is notedr =, §). The 31 Language inclusion
considerations below apply to first-order semantics but th
can be extended.

The languages of a family are interpreted homoge-
neously. This means that the constraints that apply to the d
inition of the interpretations are the same across languageséfinition 1 (Language inclusion). A languageL is in-
the family (and thus, if languages share constructs\like,  cluded in another languagg’ iff V6 € L, € L'.

A, they are interpreted in the same way across languages).

We generally consider languages defined by a grammar withThe transformation is then trivial: it is thus identity.
an interpretation function defined by induction over the strucFhis trivial interpretation of semantic interoperability is one
ture of formulas (like description logics, first order logic orstrength of the “family of languages” approach because, in
conceptual graphs). In this case, the homogeneity is providéte present situation, nothing have to be done for gathering
by having only one interpretation rule per formula construcknowledge. This first property provides a first relation for
tor. structuring a family:

mple 3 (Semantic®]). Let L be a language and =

3.
3 The Semantic Structure of a Family 4.
5.

Hhe simplest transformation is the transformation from a
language to another syntactically more expressive one (i.e.,
é/¥hich adds new constructors).
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Definition 2 (Language-based Coverage). Definition 4 (Interpretation-based coverage).

LI ©g4ep (LC L) [T

. . . e ,
Language inclusion can be defined in a more specific way3 an interpretation preserving tranformatian: L — L

on languages defined as a term algebra where the inclusior‘bbviously language inclusion is stronger than interpre-

of languages can be reduced to the inclusion of the sets t%ftion preservation because the languages are homogeneous
term constructors.

and the transformation is then reduced to identity.

Example 4 (The FaCT Reasoneflhe FaCT description
logic reasoner implements two reasoning modules one for t
languageSHF and one for the langua@g®+Z Q which sim-
ply extendsSH." with inverse roles and qualified number  The % transformation is, in general, not easy to produce
restrictions. As a consequencg{ models can be handled (and it can generally be computationally expensive) but we
by theSHZQ reasoner without change. show, in [?], how this could be practically achieved.

Proposition 1 (Language-based coverage  entails
interpretation-based coverage)lf L'<L then/<L.

3.2 Interpretation preservation 3.3 Expressiveness

The previous proposal is restricted in the sense that it onishe previous property was subordinated to the coincidence

allows, in the target language, expressions expressible in theinterpretation. In particular, the domain of interpretation

source language, while there are equivalent non-syntacticalis to be the same and the way entities are interpreted must

comparable languages. This is the case of the descriptigBincide.

logic languagesALC and ALUE which are known to be  Franz Baader7] has provided a definition of expressive-

equivalent while none has all the constructors of the étherness Of a ﬁrst-order know'edge representation |anguage into

This can be described as the equality of the Tarskian stylgother by considering that a language can be expressed into

interpretation for all the expressions of the language. another if there exists a way to transform any theory of the
o ) _ first into a theory of the second which preserves models up

Definition 3 (Interpretation preservation). A transforma- {4 predicate renaming.

tion 7 preserves the interpretations iff His definitions is based on the idea of “abstract models”

in which a language is a couple made of a languagend

a model selection function{ od;, which filters the accept-

_ able models for the language (which are not all the first order
Example 5 (Reasoning in Core-OlMhe lowest layer of the models). Here, we consider as acceptable all the first-order

ontology language OIL which has gained significant attenrhodels
tion in connection with the semantic web is Core -OIL which '

provides a formal semantics for a part of RDF schema. In 0f5afinition 5 (Expressibility modulo renaming [?]). A lan-
der to provide reasoning services, the language is transla ge L is expressible in a languagd’ if and only
into the logicSHZ Q and the FaCT Reasoner is used to POt vy e L. Jatransformaton : L — L', Jv
vide the reasoning serviceg]] Core-OIL can contain asser- Pred(r) — Pred(r(r)) such thatym € My (r),3m’ €
tions restricting the applicability of a particular rol& (< Mp(r(r):¥6 € L,m(§) = m'(v(6) and ¥m! &
(domain C). These assertions must be expresseSHIQ (T(r))’EIm c ML(T)~V5 e Lims) = m'(v(5)).
which does not offer the domain constructor. It is thus ransp,..q(y) ’ : .
lated into an assertion stating that for any term under

the range of the inverse of this relation is this particular do-

main. The translation contains the fO”OWing interpretationExamp|e 6 (E||m|nat|ng undefined Concepts axiorngm)‘

preserving mappirfg Bernhard Nebel has shown that the transformation from a T-

Box with the introduction of undefined (primitive) concepts

can be translated into T-box with additional concepts (prim-

itive component concepts). So, each undefined concejst

) introduced by a definitios= as the conjunctionafd) of its

that preserves the inter- known subsumers and an undefined part (expressed with an
overline here):

Vo € LV, I(r(6)) = 1(9)

is the set of atomic termis found in the expression

T(R < (domainC)) = T < (all(inv R) C)

For that purpose, one can defih& L’ if and only if there
exists a transformation frorh to '
pretations of the expressions.

3This is true if we consider that the languages here
are those described by their nameglL+negation vs.

AL+disjunction+qualified existentials. Of course, becausceql_ f . iven@
they have the same expressivity all the constructors of ea is transformation preserves expressivenggs [

language can be defined in the other. But this equivalence must . . o
be proved first. We do not want to consider renaming here (it involves

“This is not sufficient for eliminating all occurrences of do-KnOwing what to rename and using theed function which
main. For instanceall (domain C) C’) has to be trans- denotes the set of predicates used in an expression). So, ex-
formed into (or (not C) (all anyrelation C’)) . pressibility is refined by simply using the transformation
This does not work foconcrete domainsither. instead ofv.

7(Man<Human) = Man=(and Human Man)
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Definition 6 (Expressibility modulo transformation). A 3.5 Consequence preservation

languageL is expressible in a languaggé’ if and only if c . b idered the ulti
Vr € L. Jatransformatior® : L — L', such thatvm onsequence preservation can be considered the ultimate

Mp(r),3m' € Mp(F(r);Vs € Lym(6) = m!'(F(5)) goal of semantic interoperability: it denotes the fact that the

andVm' € My (7(r)),3m € My(r):¥6 € L,m(5) = consequences (what are s_atisfied by all models) of the source
m' (7(8)) and_the target representations are the same (modulo transfor-
mation).
Naturally, expressibility modulo transformation entailsex- )
pressibility modulo renaming. Definition 11 (Consequence preservation)A transforma-
tion 7 is said consequence-preserving iff C L,V§ €
Definition 7 (Expressibility-based coverage). Lyr = 6= 7(r) =p 7(0)
LKL 45 Lis expressible (modulo transformation) irh If 7 is a consequence-preserving transformation, then for

The following proposition is easily obtained by noting thaf™Y" = L, itis said thatr(r) is a conservative extension of
. . . o r modulor.
a interpretation-preserving transformation is also a model-

preserving transformation. So the corresponding model, C&kxample 7 (Translating fror® LR to SHZF). In order to

be the model itself (or an extension of itself to formulas missgecide query containement RLR, [?] displays a map-
ing from the initial language). ping from theDLR logic (which introduces:i-ary relations)

to CPDL. If one considers the restriction introduced #) [
whereD LR does not contain regular path expressions. These
relations are represented by concepts with exacflgatures

) ) _ to the components of the relation. This transformation is a
3.4 Epimorphic transformations consequence preserving transformation.

Proposition 2 (Interpretation-based coverage entails
expressivity-based coverage)f L<ZL', thenL<L'.

.'EUIl |son;orph|;s_m be_tween thf models ofa repr(_asenta:mrf] ?ndThis definition allows to define a coverage based on con-
its transformations is prone to preserve a major part o 2quence as usual:

meaning. However, an isomorphism would constrain the two
sets of models to have the same cardinality. This is relativelyefinition 12 (Consequence-based coverage).
artificial. We relax this constraint by asking each model of the

transformed representation to be closely related to one modelL. &1’ « 4. ¢

of the source representation. This can be useful when oney a consequence preserving transformationL, — L'
does want to consider axiomatizations of different natures.
This can be used when objects are taken as relations and vice/odel-based coverage is stronger than consequence-based
versa (dual representation of graphs is an example). because it already included the notion of consequence-

Definition 8 (Model epimorphism). A model epimorphism preservation. The point is that there can be “more” models

. . . )
7w : M — M’ is a surjective map from a set of mod#l to Ir?1 Ld tlr:iz I?hL ’ t;l;]t theynsnattlsi,z]itgitte s:me r?ssertm;]ns as one
another set of model!’. ode , they thus canno any consequence.

LProposition 4 (Correspondance-based coverage entails

Model epimorphisms ensure that all models of the tran ph -'d
based coveragdf).L< L', thenL<L'.

formed representation are comparable to some model of thgNSequence-

source representation. It is known that expressivity modulo renaming alone does

Definition 9 (Epimorphic transformation). A transforma- not necessarily entail consequence preservaipn [
tion 7 is epimorphic iff there exists a model epimorphism
T+ Mp(7(r)) — Myg(r) such thatvr C L,Vm' € 36 Consistency preservation
My (7(r))andVé € L, n(m) = §d = m' = 7(9)
o ) Preserving consistency is a very weak property (it is true of

This kind of transformation allows the generated represenpy transformation that forgets knowledge). However, trans-
tation to have many more very different models than the inkyrmations that preserve consistency can be used for check-
tial representation, but constraint each of these models to p§gy the inconsistency of a knowledge base: if the target

serve all the consequences of one of the models of the initighowledge base is inconsistent, then the source was too.
representation.

Definition 13 (Consistency preservation).A transforma-
tion 7 is said to be consistency-preserving ifir C

LKL 4.5 3 an epimorphic transformatiof : L — L/ LMp(r)# 0= Mp(r(r)) #0

This basically ensures that the transformation does nf¥ample 8 (Reasoning in Standard-Olllhe second layer
loose information (i.e., does not generate unrelated model§y.the OIL language called standard OIL provides an expres-
The following proposition is obtained by building the epimo-Sive language for building ontologies. Again, the language

sphism from the corresponding models in the second equ§-translated inta&SH7Q in order to provide inference ser-
tion of definition 6. vices. Standard OIL also includes capabilities for expressing

- - ~assertional knowledge and instances in concept definitions.
Proposition 3 (Expressibility-based coverage entails As the FaCT reasoner does not support instance reasoning,
correspondance-based coveragelf. L< L', thenL<L'. the translation from Standard OIL $+ZQ includes some

Definition 10 (Correspondance-based coverage).
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mappings that do not preserve the complete semantics, Bul A concrete family of languages

preserve satisfiability?]. ] o
pmL [?] is a modular system of document type descriptions

7((one — of iy iz)) = (or Iy I2) (oT) encoding the syntax of many description logicsiim .
This transformation replaces the enumeration of instances Byiakes advantage of the modular design of description logics
a disjunction of concepts with the same name. by describing individual constructors separately. The speci-

fication of a particular logic is achieved by declaring the set
of possible constructors and the logio' is automatically
Definition 14 (Consistency-based coverage). build up by just assembling those of elementary constructors.
) The actual system contains the description of more than 40
L<L' <45 3 aconsistency-preserving transformation Leonétructors and 25 logics. TamL is a associated a set of

Proposition 5 (Expressivity-based  coverage  entails transformations (written irsLt) allowing to convert a repre-

consistency-based coveragdyf. L< L/, thenL<L'. sentation from alogic to another. .
The first application is the import and export of terminolo-

gies from a DL system. The FaCT systefl} has already
developed that aspect by using such an encoding. We also de-
As a consequence, all the coverage relations concur to prgeloped, for the purpose of the examples presented here, the
viding the families of language with a structure which entransformations from OIL and DAML-ONT toiLmL. These
riches the basic syntactic structure usually proposed for thegansformation are simpbesLt stylesheets.
languages.

This defines a hierarchy of more and more constrained

structure for the family of language. Establishing this struc}-2 Example

Lure can belm]?rﬁ or lESS easg)/, S0 |td|s ulse?;‘ul to be ablﬁ_ﬁe company which needs a printer support ontology has to
ave several of them that can be used only it necessary. rPﬁ%rge different knowledge sources the technical support ap-
permits to have the t_)est effort in looking for a path from ONSjication ontology in DAML-ONT and the printer ontology
language of the family to another. , written in the OIL language?]. It also wants to translate the
There can be other useful properties (and thus other Str%’erged ontology into th6 HZQ language in order to check

tures) that anyone can integrate in the structure of a fam")fonsistency of the result. The transformation must be consis-
These properties do not have to be totally ordered from t sncy preserving

strongest to the weakest. However, for being useful to seman-ri.. translation methodology.

tic interpperability, new properties should entail some of thSther, consists in choosing the input and output languages
prg_p;]ertles above. ble th . f ‘ within the family. The source representation will be trans-
ese structures enable the composition of transformgye i, the input language and the target representation will

tions_ while knqwing their properti_es_. The following ta.b.lebe imported from the output language. The input languages
provides the minimal property satisfied by the composition ., obviouslyoumi counterparts of OIL and DAML-ONT

of two transformations given their properties. and the translation is easily carried out because both lan-

Consistency-based coverage is defined as usual.

3.7 Composition of properties

from one language to an-

STk guage have been inspired by description logics. The target
<K< language will be theLmL language corresponding&H7Z Q,
e supported by the FaCT reasoner.

e Then, a path from the input language to the output lan-
Sl <00 guage which satisfies required properties has to be found in
ez the family of languages used. This path is presented below.
TN The first goal will be achieved by translating the DAML-

h . ¢ a familyv of | ONT and OIL representations in a representation language
In summary, the Sef“a”F'C structu.re o a tamily of fan calledG) which encompasses all the constructs of the initial
guages provides us with different criteria for coverages nguages. The transformations depend only on the language
based on the notion of transformability. These notions of coy | ision property between the two input languages@nd
erage do not only give us t_he possibility_to identify and Prove rhe second goal will be achieved by composing tt

Cr? verage, gh‘?y alsr? specn‘y a Techanlsm_ls:hfor tfranSform"fpansformations that rewrite some representations with a par-
the covere |n.to the covering language. Therefore We &l construct to representations without it, suitable to be
show that a suitable language can be generated and how fecked for consistency by the FaCT reasoner. This imple-

geperaﬂoq IS bemfg E,e rformed. lhn the next section we Preseibnts transformations already at work in the OIL-based tools
an instanciation of this approach. [?]. It thus chain the following transformations (summarized
by figure 1):

4 Implementing the Approach _ _ _ _ o
domain2allinv which replaceslomain restrictions on role

The family of language approach can take advantage of definitions by a general constraint applying to the re-
many knowledge representation formalisms that have been stricted terms (through the restriction of the inverse
designed in a modular way. A concrete example of a family role codomain): this transformation is interpretation-
is presented below through an exampi.2) using theoLmL preserving;

encoding of description logics supplied with transformationseneof2ornot which replaces enumerated domainedof )
(84.1). by disjunctive concepts whose disjuncts represents the
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elements of this domain: this transformation is only con- The approach can easily be implemented using existing
sistency preserving; web technologies such asL andxstt, but also provides an
cexcl2not which replaces concept exclusion (introduced bynfrastructure for ensuring formal properties by proving the
the previous transformation) by conjunction with theformal properties of transformations between concrete lan-
negated concept. This transformation is also interpretguages. It is even possible to annotate transformations with

tion preserving. these proof and use them for justifying or explaining the
transformations.
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